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Open the pod bay door, HAL!

 Stanley Kubrick, Space Odyssey 2001, 1968.



Is such a conversation possible today?

 HAL is an artificial agent capable of advanced processing 

of natural language and showing “intelligent” behaviour

 language & speech

– recognition

– generation

 understanding

– information retrieval

– information extraction

– “reasoning”

 lips reading

– processing of visual paralinguistic signals in face-to-face 

communication

 Was Arthur Clarke too optimistic with year 2001?



Intro 1: computational linguistics

 term:
language + computer = computational treatment of
natural language

– linguistics = pivot science

 computer: in many sciences today indispensible tool 

(physics, (bio-)chemistry, economy, traffic...)

– collecting primary data (= empirical approach)

– formation of secondary data and theories (= models)

 computational treatment of natural language
interesting to
– linguists

– information scientists

– cognitive scientists...



Intro 2: natural language processing

 term 2:
computer + language = computational treatment of
natural language

– informatics = pivot science

 difference:

– linguists: computational linguistics (CL)

• computers used in linguistic description (of models of sub-systems 

in a certain language)

• aim: high quality in description of linguistic facts

– informaticians: natural language processing (NLP)

• computers used in processing of natural language data

• special type of text processing (text = realisation of linguistic system)

• aim: to process in an efficient  manner the largest amount of data 

with the smallest usage of computational resources



What is computational linguistics 1?

psychology

linguistics

informatics



What is computational linguistics 2?

psychology

linguistics

informatics

psycho-
linguistics 

comput.
linguistics

cognitive
sciences



What is computational linguistics 3?

 linguistic discipline that corresponds with

– information sciences

– computing

– psychology, i.e., cognitive sciences

 aim: description of natural language phenomena with the 

help of computers

 necessary conditions for CL, i.e., its research methods

– data about language

– programmes (tools) which are used for

• collecting that data

• processing that data

– development of theoretical models of language (sub-)systems

– development of systems that verify the models on real language



Basics of CL: two approaches

 two fundamental approaches in CL

 1) theoretical CL

– deals with formal theories of human knowledge necessary for 

language generation and understanding

– cooperates with cognitive psychology, artificial intelligence, 

computing, mathematics, etc.

– contributes to the overall knowledge of general linguistics with 

new findings about complexity of phenomena at particular 

language levels, e.g.

• syntactic formalisms: HPSG, LFG…

• morphological formalisms: Two-level morphology

• …



Basics of CL: two approaches 2

 2) applied CL

– deals with development and realisation of computational models 
of human language usage

– builds the technologies that rely on theoretical CL findings

• language technologies (LT)

• older term: language engineering (LE)

– contributes with linguistic knowledge in

• human-computer communication: speech/listening and/or 
writing/reading interfaces

• human-human communication mediated by computer:

– machine translation systems (written/spoken)

– document retrieval

– automatic indexing

– document summarisation

– information extraction

– spelling/grammar/style checking…



Language Technologies 1

 linguistics = unique between humanities

– research methods are like ones in natural sciences (empiricism)

– usage of scientific knowledge for making products

– a whole range of commercial products based on linguistic 
knowledge

 technology = “a set of methods and procedures for 
processing raw materials into final products” (Croatian 
General Lexicon, Lexicographic Institute, Zagreb, 1996)

 what is raw material, and what is a final product in LT?

– raw material = data about language

– final products = systems that enable the user to use his/her own 
natural language eas(il)y in digital environment

 LT build upon IT like CT also build on IT (ICT)

 without developed IT, LT would not be possible



Language technologies 2

 defined in EU Framework Programme 5

– predecessors (in FP3 and FP4): L. industry and L. engineering

 the largest individual research area in FP5:

– IST = Information Society Technologies
(26.3% of the whole FP5 budget = 3,900 M€)

 key action III of IST:

– MC&T = Multimedia Content & Tools (564 M€)

 the largest part of MC&T:

– HLT = Human Language Technologies

• include also speech processing

• deceased portal: HLTcentral (www.hltcentral.org)

 continuation in FP6: eContent

 in FP7: also in Research Infrastructures (RI)



Division of LT 1

 language resources
– corpora
– dictionaries

 language tools
– morphology

• generators vs. analysers

• POS/MSD taggers, lemmatisers

– syntax
• shallow/deep/robust parsers vs. generators

• phrases detection: chunkers (NP, VP, multi-word units,…)

• named entity recognition and classification

– semantics
• lexical meaning detection (synonymy/antonymy, WSD…)

• sentence meaning detection (semantic roles: agent/patient/means…)

– machine (aided) translation

– computer aided language learning

– dialog systems (Q&A…)



Division of LT 2

 final products
– checkers

• spelling

• grammar

• style

– e-dictionaries
• thesauri

• lexical bases (general/specialised dictionaries)

– automatic indexing 

– document summarisation

– text-to-speech and speech-to-text systems

– systems for machine (aided) translation
• translation memories (= parallel corpora)

• limited MT (controlled languages)

• simple MT (basic information detection)

• HQFAMT (?, Systan), SMT (Google Translate)

– systems for computer aided language learning



Development of LT for a language 1

 resources and tools

– language specific

– development starts from the fundamental language data

 resources

– supply the basic language data for development of

• other resources (e.g. dictionary from a corpus)

• language tools (e.g. spelling checker from a dictionary)

 development of LT for a language should be

– planned

• too expensive to be left to curiosity-driven research

• BLARK (Basic Language Resources and tools Kit) & ELARK

– heavily financially supported

• industry: in linguistic communities with many speakers

• (state) institutions: in communities with less speakers



LT helping information sciences

 after being developed on the shoulders of IT and 

information sciences, LT can pay its tribute back

– providing new solutions for old tasks

– facilitating new tasks

 e.g.

– document retrieval

• search engines

– information extraction (text-mining)

• NERC

– …



Search engines

 web search engines: mostly tailored for English

 what about other languages with other structures?

– words appearing in many word-forms (WF)

– e.g. Croatian word “spremnik” („container‟)

– Nsg: spremnik Npl: spremnici

– Gsg: spremnika Gpl: spremnika

– Dsg: spremniku Dpl: spremnicima

– Asg: spremnik Apl: spremnike

– Vsg: spremniče Vpl: spremnici

– Lsg: spremniku Lpl: spremnicima

– Isg: spremnikom Ipl: spremnicima
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Search engines

 web search engines: mostly tailored for English

 what about other languages with other structures?

– words appearing in many word-forms (WF)

– e.g. Croatian word “spremnik” („container‟)

– Nsg: spremnik Npl: spremnici

– Gsg: spremnika Gpl: spremnika

– Dsg: spremniku Dpl: spremnicima

– Asg: spremnik Apl: spremnike

– Vsg: spremniče Vpl: spremnici

– Lsg: spremniku Lpl: spremnicima

– Isg: spremnikom Ipl: spremnicima

 google.hr or google.fi search: users intutively input Nsg

– you miss all documents where your word appeared in other WFs

– G and A more frequent than N in Croatian



Search engines 2

 CL helps search engines

– document retrieval meets language technologies…

M orphologically sensitive query

generated W F 1

"š ipak"

 

sim ple query

generated W F 1

"š ipka"

 

sim ple query

generated W F 1

"š ipku"



sim ple query

generated W F 1

"š ipaka"



sim ple query

generated W F 1

"..."



sim ple query

lem m a (base form)

"š ipak"



Search engines 3

 what do we really search for using search engines?

– exact words (matching phrases)?

– concepts (regardless of their exact wording)

 semantic networks (thesauri, WordNets, ontologies)

Sem a nt ica lly sensit ive query

synonym  1

"tam a"

 

m orphol. query

synonym  2

"tm ina"

 

m orphol. query

synonym  3

"m rklina"



m orphol. query

synonym  4

"m r~ina"



m orphol. query

synonym  X

"..."



m orphol. query

query

"m rak"



Search engines 4

 cross-linguistic querying

 interlingually connected wordnets (WordNet Grid)

Mult ilingua lly sensit ive query

translation 1

"w ater"

 

sem antic  query

translation 2

"W asser"

 

sem antic  query

translation 3

"acqua"



sem antic  query

translation 4

"agua"



sem antic  query

translation X

"..."



sem antic  query

query

"voda"



Document retrieval

 paradoxically: until recently the usage of linguistic 

knowledge (i.e., LT) in document retrieval was minimal

– primary methods were statistical (TF/IDF…)

 today

– robust statistical methods have reached its peek

– knowledge about the language of the document is needed

 methods

– linguistic pre-processing of documents

• traditionally: dropping stop-words

• lemmatisation or normalisation (stemming, truncating)

• collocation detection (multi-word units in place of individual words)

– “bag of words” replaced by structured document approach

• retrieval sensitive to a document structure (INEX conferences)



Document retrieval 2

 vector-space models
– document collection = matrix

a abonman acidoza adlatus adaptacija adorirati aeroban afinitet ...
doc1 15 0 0 0 0 0 0 0
doc2 23 0 0 0 0 0 0 0
doc3 9 0 4 0 2 0 1 0
doc4 34 1 0 0 0 0 0 2
...

– serious problem = dimensions of matrices (e.g. 0.8 mil. x 1.3 mil.)

– dimensionality reduction (e.g. for Latent Semantic Indexing…)

 lemmatisation

– boosts statistical processing, i.e., accumulates frequencies

– helps with the notorious data sparsness problem

 collocations

– detecting MWU that express single concepts (e.g. real estate)

– chunkers and shallow parsers needed



Information extraction

 automatical recognition of

– selected types of entities (named entities, events…)

– their relations in free text

 contrary to terms used in informatics for textual 

documents

– non-structured

– semi-structured documents

 linguistic level

– highly structured

– carrying a lot of information



NERC

 named entity recognition and classification

 introduced by DARPA as a part of message 

understanding process

 competition at MUC6 (1996) and MUC7 (1998) conference

 7 basic types of NEs
– person

– organisation

– location

– date

– time

– currency (+ measures)

– percentage

 NEs carrying valuable information about the world 

beyond the document
– who?, where?, when?, how much?



NERC 2

 NERC looks simple

– use a gazeteer and match it with the text

– morphology?: NEs behave by the general rules of a language

 performance

– humans: 98-99%

– best systems: 94%

 identification of NEs

– less problematic

 classification

– complex (ambiguities: “Boston plays against Detroit”)

– co-textual information important

• strategies: inner and outer evidence, longest match, one meaning per 
discourse…



NERC 3



NERC 4



LT basis for knowledge technologies

 detection of relations between entities in

– collections, documents, paragraphs, sentences, clauses

– LT: sentence and clause splitters needed

 semantic graphs







2001 2009





LT basis for knowledge technologies

 SVO detection

– fixed word order languages (en): easy

– free word order languages (Slavic):

problematic, morphology helps

 semantic roles detection

– agent, patient, benefactor, instrument…

– deep linguistic analysis

– verb(subject,object)  V[S,O]

 automatic ontology population

– RDF triples (“is a”, “is made of”,

“is part of”, “is kind of”…)

– RDFs in dbpedia

– other languages?: cz, hu, fi, pl,…



LT as research infrastructures (RI)

 emergence of e-science paradigm

– computationally intensive sciences

– highly distributed network environments

– immense data sets

– grid computing

– term by John Taylor, 1999

 research infrastructures

– should enable the e-science approach

– part of FP7: e.g. project CLARIN

 field of LT (i.e., LRT = language resources and tools)

– mature enough to serve as research infrastructure for other 

sciences, particularly humanities and social sciences (HSS)


