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P. Brady, the LIGO Data Analysis Software Chair,
summarized the role of Condor technologies - "Condor
manages LIGO compute-intensive data analysis jobs on
more than 23,000 CPU slots offered by nine Linux
clusters operated by the LSC. More than 250 LSC
scientists rely heavily on Condor technologies to
manage complex data analysis workflows. Over the
years, LIGO and the Condor team have developed a
strategic partnership resulting in many new software
features that benefit LIGO and the entire Condor
user community. We eagerly look forward to continuing
this partnership since Condor technologies are critical
to the continued success of the LIGO Data Grid as a
platform for gravitational wave science.”
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Condor at Micron

Linux, Solaris, Windows
<50t Top 500 Rank <
3+ TeraFLOPS

Centralized governance
Distributed management

16+ applications
Self developed

@ UsS. Marketing/Sales ) Intl, Sales Offices @ Intl. Marketing Offices A\ Design Faclities [l Manufacturing Facilities QCondor pools

T Aicron

Slides used by UWCS with permission of Micron Technology, Inc.
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Copyright IBEM Corp. 2000.© All rights reserved.

Trademarks and service marks

The following terms are trademarks of the IBM Corporation in the United States
and/or other countries or both:

AlX

IBM

LoadLeveler

RISC System/6000

RISC System/6000 Scalable POWERparallel Systems

UNIX is a registered trademark in the United States and/or other countries licensed
exclusively through X/Open Company Limited.

Other company, product, and service names, which may be denoted by a double
asterisk (), may be trademarks or service marks of others.

LoadLeveler incorporates Condor, which was developed at the University of
Wisconsin-Madison, and uses it with the permission of its authors.
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"Why are you leaving
academia and taking a job in
industry?”

"T want to have
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In the words of Mike Carey

‘T left academia for industry because I was
drawn to the idea of getting more direct
access to real problems - from customers and
challenges encountered while building
commercial-grade software - because I felt
like I was in somewhat of a mode of inventing
and solving problems, at least w.r.t. some of
the things I'd been working on. Sure, that was
leading tfo many written/submitted/accepted
papers, but it was somehow less than satisfying
after awhile"
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Science Has Only Two Legs

Science has been growing new legs of late.
The traditional “16&;&: [()1 “]Jlllalh ) of the scientific
method were theory and experimentation.

That was then. In 2005, for example, the U.S.

Presidential Information Technology
Advisory Committee issued a report,
“Computational Science: Ensuring
America’s Competitiveness,” stating:
“Together with theory and experimen-
tation, computational science now

A scientific theory is an explanatory
framework for a body of natural phe-
nomena. A theory can be thought of as
a model of reality at a certain level of
abstraction. For a theory to be useful,
it should explain existing observations

els. In system biology, for example, one
often encounters computational mod-
els such as Petri Nets and Statecharts,
which were developed originally in the
context of computer science.
Computation has also always been

september 2010 | vol. 53 | no. 9 | communications of the acm
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Edsger Dijkstra once stated:

"Computer science is no
more about computers
than astronomy is about
telescopes."

Research Methods for Science By Michael P. Marder page
14. Published by Cambridge University Press m
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Abstract. We examine the philosophical disputes
among computer scientists concerning methodological,
ontological, and epistemological questions: Is
computer science a branch of mathematics, an
engineering discipline, or a natural science? Should
knowledge about the behaviour of programs proceed
deductively or empirically? Are computer programs on
a par with mathematical objects, with mere data, or
with mental processes? We conclude that distinct
positions taken in regard to these questions emanate
from distinct sets of received beliefs or paradigms
within the discipline:

Eden, A. H. (2007). "Three Paradigms of Computer Science". Minds and Machlnes
17 (2): 135-167. I_"_
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— The rationalist paradigm, which was common among
theoretical computer scientists, defines computer science as a
branch of mathematics, treats programs on a par with
mathematical objects, and seeks certain, a priori knowledge
about their ‘correctness’ by means of deductive reasoning.

— The technocratic paradigm, promulgated mainly by software
engineers, defines computer science as an engineering discipline,
treats programs as mere data, and seeks probable, a posteriori
knowledge about their reliability empirically using testing suites.

— The scientific paradigm, prevalent in the branches of
artificial intelligence, defines computer science as a natural
(empirical) science, takes programs to be entities on a par with
mental processes, and seeks a priori and a posteriori knowledge
about them by combining formal deduction and scientific
experimentation.

Eden, A. H. (2007). "Three Paradigms of Computer Science". Minds and Machlnes
17 (2): 135-167. I "_
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Who are we?

Part of a Computer Sciences department (ranked 11t
in the US), have been working on distributed
computing since the early 80's and have been
collaborating with domain scientists since the late
80's. So far we failed to engage any (OK, maybe very
few!) other faculty from the department (or other
universities) in our infrastructure and software
engineering problems/challenges. So all we know and
do is self-taught and the result of ongoing

experimental work.
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' ... Since the early days of mankind the
primary motivation for the establishment of
communities has been the idea that by being
part of an organized group the capabilities
of an individual are improved. The great
progress in the area of inter-computer
communication led to the development of
means by which stand-alone processing sub-
systems can be integrated into multi-
computer communities’. ... "

Miron Livny, “ Study of Load Balancing Algorithms for
Decentralized Distributed Processing Systems.”,
Ph.D thesis, July 1983.

N HT
[[[[[[[[[

MORG RIDGE Hl(JHTHROUL]HIUT

TTTTTTTTTTTTTTTTTTTTT




The words of Koheleth son of David, Ring in
Jerusalem ~ 200 A.D.

Only that shall happen
Which has happened,
Only that occur
Which has occurred;
There is nothing new
Beneath the sun!

Ecclesiastes, ( Kohelet,
"son of David, and king in
Jerusalem™ alias Solomon, Wood
engraving

lesiastes C er 1 verse
Ecclesiastes hGpT r rse 9 Gustave Doré (1832-1883) m
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Gartner Hype Cycle

Peak of Inflated Expectations

Plateau of Productivity

Slope of Enlightenment

Trough of Disillusionment

Technology Trigger



Perspectives on Grid Computing

Uwe Schwiegelshohn Rosa M. Badia Marian Bubak Marco Danelutto
Schahram Dustdar Fabrizio Gagliardi Alfred Geiger Ladislav Hluchy
Dieter Kranzlmiiller Erwin Laure Thierry Priol Alexander Reinefeld

Michael Resch Andreas Reuter Otto Rienhoff Thomas Riiter Peter Sloot
Domenico Talia Klaus Ullmann Ramin Yahyapour Gabriele von Voigt

We should not waste our time in redefining terms or
key technologies: clusters, 6rids, Clouds... What is ina
name? Ian Foster recently quoted Miron Livny saying:
"I was doing Cloud computing way before people
called it Grid computing"”, referring to the ground
breaking Condor technology. It is the Grid scientific

paradigm that counts!
S — I-lr
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(my) terminology

> Experiment - an act or operation for the purpose
of discovering something unknown or of testing a
principle, supposition, efc.:

> Technology Adoption - to select a technology as a
means o meet an ends of significant
importance/value

> Real users - individuals or groups who adopt (and
use) a computing technology

> Experimental Computer Science - advance the
state of the art of computing (hew frameworks,
new technologies, new abstractions) through
experiments that involve real users
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Condor Team 2010

BICYCLE PARKING
AVAILABLE IN THE
PARKING GARAGE UNDER,
THE FLUNO CENTER
s

Established 1985




We know how

to play the paper

‘came’

AGoogle Scholar gadget for calculating author citations and
other statistical information regarding publications. more...

Citations for "Miron Livny® - 22443
Cited Publications: 288
H-Index: 70

Author:
Miran Livny

scholargoogle.com  Copyright - Jan Feyereisl (w.1.211)

+ Other:

Project Page
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MapReduce: Simplified Data Processing on Large Clusters

Jeffrey Dean and Sanjay Ghemawat

Abstract

MapReduce is a programming model
ated implementation for processing and ;
data sets. Users specify a map function
key/value pair to generate a set of interm
pairs, and a reduce function that merges
values associated with the same interme:
real world tasks are expressible in this n
in the paper.

Programs written in this functional sty
cally parallelized and executed on a large
modity machines. The run-time system t
details of partitioning the input data, sch:
gram’s execution across a set of machine

chine failures, and managing the require.. _

jeff@google.com, sanjay @ google.com

Google, Inc.

The MapReduce implementation relies on an in-house
cluster management system that 1s responsible for dis-
tributing and running user tasks on a large collection of
shared machines. Though not the focus of this paper, the
cluster management system 1s similar in spirit to other
systems such as Condor [16].
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communication. This allows programmers WlthOUt any  most of our computations involved applying a map op-

experience with parallel and distributed systems to eas-  eration to each logical “record” in our input in order to
ily utilize the resources of a large distributed system. compute a set of 1ntermed1ate key/value pairs, and then
Ou appl
th 1 1
clust = BAD-FS [5] has a very different programming model
a typ: propr
abyte”

find t=
gram -
sand
every:

1

Over:
Goog:
comg‘f
such

comy,
indic®
of we e

e from MapReduce, and unlike MapReduce, is targeted to
ste the execution of ]obs across a wide-area network. How-

The
eve gver, there are two fundamental similarities. (1) Both

with

na: Systems use redundant execution to recover from data

Sec

* e loss caused by failures. (2) Both use locality-aware

& ona scheduling to reduce the amount of data sent across con-

c., to scribe

eed v gested network links.
cture LT N VLTI e o) P S W Sl i Ay
rages tasks Section 6 explores the use of MapReduce within

crawicu pet uost, we st uf e, qo—aws i1 @ Google including our experiences in using it as the basis

To appear in OSDI 2004
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High Throughput Computing

We first introduced the distinction between High
Performance Computing (HPC) and High Throughput
Computing (HTC) in a seminar at the NASA Goddard
Flight Center in July of 1996 and a month later at
the European Laboratory for Particle Physics
(CERN). In June of 1997 HPCWire published an
interview on High Throughput Computing.

HIGH THROUGHPUT COMPUTING: AN INTEEVIEW WITH MIRON LIVNY 0ge.27.97
by Alan Beck, editor in chief HPCwire

This month, HCS5A's (Hational Center for Supercomputing Applications)
Advanced Computing Group (ACG) will bkegin testing Condor, a software system
developed at the University of Wisconsin that promises to expand computing
capabilities through efficient capture of cycles on idle machines. The
software, operating within an HIC (High Throughput Computing) rather than a
traditional HPC (High Performance Computing) paradigm, organizes machines



Why HTC?

For many experimental scientists, scientific
progress and quality of research are strongly
linked to computing throughput. In other words,
they are less concerned about instantaneous
computing power. Instead, what matters to them
is the amount of computing they can harness over
a month or a year --- they measure computing
power in units of scenarios per day, wind patterns
per week, instructions sets per month, or crystal
configurations per year.
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High Throughput Computing
IS a
24-7-365
activity

FLOPY = (60*60*24*7*52)*FLOPS
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Obstacles to HTC

> Ownership Distribution  (Sociology)
> Customer Awareness (Education)
> Size and Uncertainties  (Robustness)
> Technology Evolution (Portability)
> Physical Distribution (Technology)
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' ... We claim that these mechanisms, although
originally developed in the context of a cluster
of workstations, are also applicable to
computational grids. In addition to the
required flexibility of services in these grids,
a very important concern is that the system
be robust enough to run in "production mode”
continuously even in the face of component
failures. ... ™

Miron Livny & Rajesh Raman, “High Throughput Resource
Management”, in * The 6rid: Blueprint for
a New Computing Infrastructure”
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Main Threads of Activities

> Distributed Computing Research - develop and
evaluate new concepts, frameworks and technologies

> Keep the Condor system "flight worthy" and support
our users

> The 6rid Laboratory Of Wisconsin (6GLOW) -
build, maintain and operate a distributed computing
and storage infrastructure on the UW campus

> The Open Science 6rid (OSG) - build and operate a
national distributed computing and storage
infrastructure

> The NSF Middleware Initiative (NMI) - develop,
build and operate a national Build and Test facull‘ry _

'f_.'i (575
|
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"The members of the OSG are united by a
commitment to promote the adoption and to
advance the state of the art of distributed
high throughput computing (DHTC) - shared
utilization of autonomous resources where all
the elements are optimized for maximizing
computational throughput.”
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Open Science Grid ( )

DHTC at the National Level
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Grid Laboratory of Wisconsin
(6LOW) HTC at the campus level
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0SG, 1.15

GLOW
(CHTC)
Cycles
delivered
over the past
year

45M total
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Some Condor software Numbers

Over the past year every month we have:

>

>
>
>

>

N4
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Released a new version of Condor to the public
Performed over 170 commits to the codebase
Modified over 350 source code files

Changed over 8.5K lines of code (Condor source
code written at UW-Madison as of June 2011 sits
at 922K LOC)

Compiled about 2.5K builds of the code for testing
purposes

Ran 930K regression tests (functional and unit)
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We need more and higher
quality Experimental
Computer Sciencel
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““Case 1: 10,000 Cores

“Tanuki”

e Run time = 8 hours

e 1.14 compute-years of computing executed every
hour

e Cluster Time = 80,000 hours = 9.1 compute years.
e Total run time cost = ~$8,500

e 1250 cl.xlarge ec2 instances ( 8 cores / 7-GB RAM )

e 10,000 cores, 8.75 TB RAM, 2 PB of disk space

o ?_/Veighs In at number 75 of Top 500 SuperComputing
ISt

e Costto run =~ $1,060 / hour

CYCLE CYCLEC L
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Customer Goals

e Genentech: "Examine how proteins bind to each
other in research that may lead to medical
treatments.”

- www.networkworld.com

e Customer wants to test the scalability of
CycleCloud: “Can we run 10,000 jobs at once?”

e Same workflow would take weeks or months on
existing internal infrastructure.

CYCLE CYCLEC L
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Run Timeline

¢ 12:35 — 10,000 Jobs submitted and requests for
batches cores are initiated

e 12:45 — 2,000 cores acquired
e 1:18 — 10,000 cores acquired
¢ O:15 — Cluster shut down

CYCLE CYCLEC L



Y I»-pedr—hour, 30,000-coere-cluster built-on-Amazon
—C2 clou

By Jon Brodkin | Published 22 days ago

A vendor called Cycle Computing is on a mission to demonstrate the
potential of Amazon’s cloud by building increasingly large clusters on
the Elastic Compute Cloud. Even with Amazon, building a cluster takes
some work, but Cycle combines several technologies to ease the
process and recently used them to create a 30,000-core cluster running
CentOS Linux.

The cluster, announced publicly this week, was created for an unnamed
“Top 5 Pharma” customer, and ran for about seven hours at the end of
July at a peak cost of $1,279 per hour, including the fees to Amazon
and Cycle Computing. The details are impressive: 3,809 compute
Instances, each with eight cores and 7GB of RAM, for a total of 30,472
cores, 26.7TB of RAM and 2PB (petabytes) of disk space. Security was
ensured with HTTPS, SSH and 256-bit AES encryption, and the cluster
ran across data centers in three Amazon regions in the United States
and Europe. The cluster was dubbed “Nekomata.”

CYCLE CYCLE

THE EASE & POWER OF CLOUD HPC
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