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Deep neural network training

Deep neural network

Input layer
Hidden layers

Output layer

Training process

✓ Hundreds of millions of weights
✓ Hundreds of millions of raw examples

✓ Billions of floating-point operations 
✓ Iterative
✓ Long-running



Why deep learning workload scheduling is required?

Required computation: 300,000x increase since 2012
Computer resources: double every 100 days

Training machine learning models
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✓ Energy
✓ Carbon dioxide emission
✓ Cost 

Workload scheduling reduces

(2018) AI and Compute. [Online]. Available: https://openai.com/blog/ai-and-compute/ 



Energy and CO2 emission measurements

Neural architecture search (NAS), 
979M parameters 
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✓ Application model 
✓ Hardware type
✓ Data center’s PUE 
✓ Time
✓ Geographical location

Effective factors
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Thanks for your attention.


