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Quality Analysis of Mobile Applications with Focus on Security

Kristiina Rahkema

University of Tartu, Estonia kristiina.rahkema@ut.ee

Abstract. Smart phones and mobile applications have become an essential part of our daily lives. It is necessary to ensure the quality of these applications. The purpose of my PhD thesis is to study code quality of mobile applications. Two important aspects of code quality are maintainability and security. My goals are to study code smells, security issues and their evolution in iOS applications and frameworks and to apply the gained knowledge to support developer training and teaching. I have built the tool GraphifyEvolution to analyze source code evolution. The tool is built in a modular manner and can be extended to add support for additional languages and external analysis tools. I have analyzed code smells in open source iOS applications and compared them to code smells in Android applications. In the remaining two years of my PhD studies I plan to complete the analysis of code smell and security vulnerability evolution in iOS applications and frameworks. In addition, I will apply GraphifyEvolution in developer training at one industry partner and in university teaching.

Keywords: Cod smells, code evolution, dependencies, mobile apps, security

1 Motivation and Background

With the popularity of smartphones continuously rising, already today more time is spent on smartphones than on desktop computers [10]. In 2019, most of the global market share (76%) was held by Android, while iOS held only 22% [10]. At the same time overall earnings on the iOS App Store are considerably larger than on the Google Play Store [12]. This makes both Android and iOS very attractive targets for developers. It is therefore important to study code quality not only for Android, but also for iOS applications.

There are multiple aspects to consider regarding code quality, for example maintainability and security. One proxy for code quality is code smells. So far there has been very little research on code smells in iOS applications.

Goals: The purpose of my PhD thesis is to study code quality of mobile applications and to help developers build better maintainable and more secure mobile applications. There are three main goals. Since code smells are considered to be obstacles for maintainability, the first goal is to discover the most frequent code smells and how they affect iOS applications. The second goal is to analyze...
how security issues are introduced into iOS applications and how these issues can be prevented. The third goal is to build on these analyses to facilitate teaching and training developers to write better maintainable and more secure mobile applications.

**Background:** The following paragraphs list most important related work. A more thorough description of related work is given in my published articles [14,13,15].

Most of the current research on code smells in mobile applications has been carried out on the Android platform. Mannan et al. [8] analyzed 21 object oriented code smells in open source Android and Java desktop applications. Mateus et al. compared code quality in Android applications written in Java and Kotlin [9]. Hecht [5] developed a tool called PAPRIKA to analyze four object oriented and six Android specific code smells in Android applications. This tool analyses the Android APK, generates a model and saves it in a graph database [7].

Habchi et al. [2] used PAPRIKA to detect code smells in iOS applications. They used ANTLR4 grammars to generate parsers for Swift and Objective-C code. They analysed the AST generated by these parsers to create the applications graphs used by PAPRIKA. They compared code smell occurrences on iOS and Android and concluded that Android applications were more prone to code smells [2]. To the best of our knowledge this has been the only study looking at code smells on iOS applications.

For analysing the code smell evolution of mobile applications, multiple approaches have been used. To track software quality of android applications, Hecht et al. [6] and Mateus et al. [9] both used PAPRIKA to analyse the evolution of Android applications, applying the tool for each commit. Tufano et al. [17] implemented a tool called HistoryMiner that runs DECOR on each commit, for changed files. Habchi et al. [4,3] implemented a tool called SNIFFER that extracts commits from a git repository, detects code smells in each commit using PAPRIKA and outputs the code smell evolution of a project.

Public vulnerability databases (e.g., the OSV database and the NVD database) contain reported vulnerabilities and serve as an important data source for developers to monitor the security of third party applications and frameworks used. Unfortunately not all vulnerabilities are reported publicly and these databases only contain data about very large applications. For some platforms, solutions exist that bring this data closer to developers. For Android applications Nguyen et al. [11] created an Android Studio plugin that detects outdated and vulnerable libraries and checks if a library can be updated without additional code changes. It lacks, however, analyses that check if the vulnerability really affects the application and when suggesting library updates if the library API functionality has stayed the same.

---

[1] https://osv.dev/
2 Analysis of Code Smells in Mobile Applications

Code smells are recurring patterns in code that have been identified as bad practices \[1\]. They yield technical debt and long-term maintainability problems \[1\]. Given the significance of the smartphone market it is important to study code smells on both Android and iOS.

**Tool - GraphifySwift:** Since PAPRIKA has been a successful tool for analyzing a lot of applications at once I decided to build a similar tool for Swift analysis. I decided against the approach taken by Habchi et al. \[2\], where they needed to first convert iOS applications into a suitable format. I created a tool called GraphifySwift \[3\] that analyzes Swift code, generates a model of this code and enters it into a neo4j graph database. For indexing the source code and generating the structure of the Swift code I used a framework called SourceKittenFramework \[4\] that acts as a wrapper around Apple’s powerful SourceKit. The graph database contains the following nodes: App, Module, Class, Function, Variable and Argument. These nodes are connected through relationships. This model differs slightly from the one used in PAPRIKA. I added the Module node and the following relationships `APP_OWNS_MODULE`, `MODULE_OWNS_CLASS`, `IS_TYPE_OF` and `DUPLICATES`. Code smells are defined as queries. The query definitions can be found on the tool GitHub page \[3\]. Running code smell queries using this tool generates CSV files for each code smell and allows us to analyze the results. The tool GraphifySwift is no longer in development, the code and documentation is still available on the tool web page, but all the functionalities are incorporated by a new tool as described in the next section.

**Tool - GraphifyEvolution:** I extended the tool GraphifySwift and implemented a tool called GraphifyEvolution \[5\] that can analyze applications written in various languages (Swift, Java and C++), including iOS applications written in Swift. Different to previous tools that output data about the code smell evolution, GraphifyEvolution detects which classes, methods and variables are changed during a commit and records only these changes. This makes it possible to query code smells for all versions of the application at once. Additionally, I implemented the tool in a modular manner making it easy to add support for additional languages and external analysis tools that can be run for each commit. Currently I have implemented preliminary support for Swift, Java and C++. Support for external tools is added for jscpd that finds code duplicates and insider that detects security vulnerabilities.

**Empirical Studies on Code Smells in iOS Applications:** I identified the most common code smells in open source iOS applications \[14\]. In terms of percentage of applications affected by a specific code smell the five most common code smells are Lazy Class, Long Method, Message Chain, Ignoring Low Memory Warning and Data Class. Different to what is often seen in iOS developer blogs, Massive View Controller was one of the least common code smells. Under 18% of
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\[3\] https://github.com/kristiinara/GraphifySwift

\[4\] https://GitHub.com/jpsim/SourceKitten

\[5\] https://github.com/kristiinara/GraphifyEvolution
applications were affected by this smell. I also compared code smell occurrences in iOS and Android applications \cite{13}. Analysis on Android applications was done by populating the database using PAPRIKA. In total, I identified 19 code smell types that could potentially occur in apps on both platforms. My analysis showed that 18 of the 19 identified code smells occurred in apps on both platforms. Code smell DistortedHierarchy never occurred in iOS apps. It turned out that, contrary to what Habchi et al. \cite{2} expected, the overall density of code smells is higher in iOS apps than in Android apps. The proportions of code smells differ between platforms. Android applications were more often affected by code smells that seem to correspond to big and complex classes while iOS applications were more affected by code smells that seem to correspond to smaller and simpler classes. These results can be interesting for developers moving from one platform to the other. It can also be useful for developers of tools for these platforms. The emphasis on which code smells to look at is different depending on the platform.

**Future Work:** GraphifyEvolution was mainly built to analyse code smell evolution in applications written in Swift. I plan to conduct a large scale study analysing the evolution of code smells in open source iOS applications and iOS frameworks. Similar studies have been done on Android applications \cite{6,4}, but so far the evolution of code smells has not been studied in iOS applications.

**Visualisations Based on GraphifyEvolution:** The analysis produced by GraphifyEvolution can be a useful base for visualisations. It already includes high level information about classes, methods, variables and the relationships between them. Using these aspects in the visualisations make it possible for the user to get an understanding of what the code does and how the functionalities have changed. I have supervised two master theses that built visualisations based on GraphifyEvolution. One of the visualisations, that concentrated on highlighting code smells in each commit, was built in cooperation with a software development company and received positive feedback from their developers. The other visualisation tried to show different aspects of code evolution, such as changes in method calls.

### 3 Security Analysis of Mobile Applications

Modern software, including mobile applications, are built using numerous third party frameworks. It is important to keep framework versions up to date to prevent introducing vulnerabilities. In practice however many developers do not update their dependencies.

**Envisioned Solution Based on GraphifyEvolution:** Analysing the evolution of vulnerabilities also opens up the possibility to analyse vulnerabilities introduced through application dependencies. I am planning on creating a public database that contains analysed open source Swift libraries. GraphifyEvolution will be extended so that it can connect method calls and variable uses from the analysed application to the already analysed open source libraries. This allows a more thorough vulnerability analysis by looking at both the direct and transitive
dependencies of an application and by checking if the vulnerable methods are reachable from the analysed application.

4 Application in Training and Teaching

One reason to look at the evolution of a project is to learn how an application or applications in general evolve. This understanding can help new developers learn how complex applications are built and how they grow. Analysing the evolution of a specific project can also help developers understand why and how problems in their code were introduced which can help prevent such issues in the future.

**Developer Training:** There is an ongoing cooperation with a Finnish company to use GraphifyEvolution in their developer training. We are planning on analysing code produced by developers in these training sessions to detect patterns and gather feedback if this tool can help facilitate giving feedback.

**Teaching at the University:** I plan to extend GraphifyEvolution so it can be used by instructors for monitoring and comparing student progress. Visualising changes between code versions would make it easier for instructors to understand which classes, methods and variables were added and how the project has grown since the last version. The extended tool will be used in university courses by instructors and improved based on their feedback.

5 Next Steps

In the first two years of my PhD studies I have implemented a tool called GraphifySwift and its extended version GraphifyEvolution that can analyse the evolution of source code written in Swift, Java and C++. I have used GraphifySwift to analyse code smells in open source iOS apps and compared code smell occurrences in open source iOS and Android apps.

In the next two years of my studies I plan to finish analysing the evolution of code smells and vulnerabilities in open source iOS apps and frameworks. I also plan on extending the tool so that analysis of open source frameworks can be connected to their uses in analysed applications which adds additional possibilities for security analysis. Lastly I plan to apply the tool to developer training and teaching in industry.

**Acknowledgements.** Funding of this research came from the Estonian Center of Excellence in ICT research (EXCITE), the IT Academy Programme for ICT Research Development, the Austrian ministries BMVIT and BMDW, and the Province of Upper Austria under the COMET (Competence Centers for Excellent Technologies) Programme managed by FFG.
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Evolution of Users’ Choice Behaviour Under the Influence of Recommender Systems
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Abstract. The major focus of recommender systems (RSs) research has so far been on improving the precision and quality of the recommendations. However, it is also important to understand whether the recommended items are actually chosen and how they influence users’ choice making. Few studies have attempted to analyse the impact of RSs on users’ choice making. In this PhD research, we aim at better understanding the impact of RSs on the evolution of the choices made by a collection of users. We propose simulation procedures where users are simulated to make choices over a period of time when they are exposed to alternative RSs. We measure several properties of the users’ choices distribution, which capture the RS effect. Our goal is to understand the evolution of the choices of a collection of users as time goes; next choices are influenced by previous choices used by the RS to generate recommendations. Additionally, we propose online experiments to study the effect of RSs on real users’ choices. We propose to design web-based platforms where alternative RSs recommend items to the users and study RSs impact by analysing the evolution of the choices.

Keywords: recommender system; simulation; choice model

1 Introduction

Recommender Systems (RSs) are routinely used to influence users’ choices by suggesting items that the user will find interesting and of use [6]. The quality of an RS is typically measured by metrics such as precision of recommendations or Click Through Rate (CTR). Even though RSs are used widely, their impact, which can be studied at the level of an individual user or at the level of a community, has not been fully understood yet. Therefore, it is important to fill this research gap by identifying the key conditions and system features, such as the specific RS technique, that affect the users’ choices.

A few works that have attempted to understand the impact of RSs have measured aggregated indicators of RSs’ impact, i.e., users’ choice distribution [5,3,7]. They have followed two main approaches: online experiments or simulations. In online experiments, web platforms are designed where online users select items while they are also exposed to recommendations [5]. Users may select the recommended items or not. In simulations, artificial agents make choices.
according to a probabilistic or deterministic choice model, and alternative RSs are simulated to make recommendations to these agents [3, 7]. In these works, an RS’s effect on the agents (decision-makers) is simulated by increasing the likelihood of the recommended item(s) to be chosen. In both approaches, choices, real or simulated, are observed for a time period, and then some metrics of collective users’ behaviour are measured to capture the RS effect. These approaches have specific limitations. Online experiments have discovered notable results [5], e.g., Matt et. al. [5] discovered that the diversity of the choices can differ depending on the RS’s approach. However, since online experiments require the involvement of real users, it is difficult to assess the RSs effect under different circumstances. However, previously conducted simulations have made simplifying assumptions on the environment and their choice models that reduce the significance of their results [7, 3]. Moreover, some have used synthetic data to generate the user preference model and the alternative choice options [3].

Our research goal is to improve both approaches. First, we propose a more realistic simulation of users’ choices under the impact of RSs. A reliable simulation design is a prerequisite to understand the true effect of RSs and inform the decision of which RS to use in a real application. Moreover, it is necessary to improve online experiments as the results obtained so far are not sufficient. In fact, online experiments have assessed the qualities only of a few RSs, and also, they have measured only the choice diversity, which is only one of the many dimensions of aggregated users’ choice making. We see that it is still necessary to conduct online experiments. Indeed, we aim to improve online experiments to better understand the users’ behaviours.

In this PhD research, we first focus on improving the significance of the simulation of users’ choices under the effect of an RS, better portraying the reality of such human-computer interactions. We assess the RSs’ effect on users’ behaviours by measuring metrics that capture the global effect of RSs, such as the Gini index and Shannon entropy, as measures of diversity [2], catalogue coverage of the choices, average quality of the choices, and recommendation acceptance. Moreover, we analyse alternative choice behaviours of users, such as users that tend to choose popular items, recent items or highly-rated items. In this work, we assess the simultaneous impact of alternative choice behaviours and RSs on users’ collective choices. Secondly, we focus on conducting online experiments assessing different RSs in terms of their impact. We will design a web platform where products are offered to online users. The users will browse recommendations before making choices. The log of this system can give us information on the behaviour of the users.

2 Simulating Users’ Choices

In order to address the aforementioned goals, in our first work, we have proposed a novel simulation procedure of users’ choices in the presence of RSs that affect such choices. We have improved previously proposed simulations on the users’ iterative choice makings by designing a new simulation [4] that uses real datasets
of choices to correctly define the simulation components: user preferences and choice model. We consider several datasets and RSs types in the simulation. In the following, we briefly describe this work.

We use four datasets MovieLens 100k \(^1\) and 3 Amazon datasets: Kindle, Apps and Games \(^2\). We simulate the choices of the users considering the presence of alternative RSs. Our simulation leverages the knowledge of the users’ preferences (derived from the dataset) and simulates repeated choices. The choices are made within monthly time intervals according to a probabilistic multinomial choice model \([3]\). The higher the estimated utility of a user for an item, the higher is the probability that the item will be chosen. Additionally, we assume that users are not aware of the entire catalogue of the items and can only choose items in a set called “Awareness Set” \([3]\). We build an initial awareness set for each user. Moreover, if an item is recommended, it enters the user’s awareness set. Plus, the utility of the recommended item is increased, so it’s more likely that this item is chosen. We compared five RSs, including personalized and non-personalized ones. We train the RSs by using the choices actually present in the dataset, up to a certain date, and incrementally, month by month, using the simulated users’ choices. For each month of simulated choices, we calculated the Gini index \([2]\) over the choices made by the users up to that month. Additionally, we consider other metrics such as catalogues coverage, chosen items’ average utility, Shannon entropy, popularity of the chosen items and the ratio of choices for the recommended items.

We have discovered that RSs have different effects on users’ choice diversity. In fact, personalized RSs lead to a lower Gini index (equivalent to higher diversity) than non-personalized ones. Moreover, even among the personalized or non-personalized RSs, the effect on the Gini index varies with the specific RS approach. Additionally, we discovered that with personalized RSs, the users select items with higher utility, which means that users should be more satisfied with personalized RSs. We observed that users choices popularity differs with the RS. Finally, we discovered that the size of the awareness set of the users is very important to modulate the acceptance of the recommendations.

The obtained results are important because they show that, depending on the system goal, a specific RS can be selected for a target context, e.g., if a company aims at increasing the sales of less popular items, it is possible to apply a personalized RS that has shown to increase the diversity in the simulations.

In a second analysis, we first assessed (data analysis) that users’ choices are influenced by distinguished properties of the items, s.a., their popularity or age (time from their first introduction). Then, we have measured global properties of users’ choices (e.g., their diversity) when simulated choices are made among recommended items, but also assuming that users are influenced in their choices by the above-mentioned properties of the items; for instance, they tend to prefer more recent items. In order words, we have tested alternative assumptions related to the choice model. We have found some interesting results showing
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\(^1\) https://grouplens.org/datasets/movielens/100k

\(^2\) http://jmcauley.ucsd.edu/data/amazon/
the importance of analysing the RS’s joint effect and the user choice model on alternative scenarios (dataset). We discovered, for instance, that the diversity of the choices seems not to be influenced by the choice model. But, the choice model and the RS may have a big impact on the average rating and age of the chosen items. Moreover, a non-personalised RS that recommends items with the highest average rating may produce, under a choice model that prioritize more recent items, in one dataset (Kindle), choices distributed similarly to the actual choices, while not in another (MovieLens).

3 Future Work

Firstly, we plan to improve the choice model. So far, the adopted choice model is a multinomial logit choice model. This has also been used in previous studies [3, 1]. However, a true user’s behaviour is more complex and diverse, e.g., in the music domain, a user’s choices are strongly dependent on the previous ones, which is not captured by the multinomial logit model very well.

Additionally, it is worth emphasising that the aim of simulating the users’ choices is to predict future choice behaviours. Therefore, it is necessary to use only the choices observed up to a certain point in time to predict the future ones, i.e., not using any information derived from the knowledge of the future real choices, as we still did (e.g., to determine how many choices a user is doing in a simulated month). Instead, we should be able to fully predict the number and type of choices the users will make in the future. Applying the simulation in different domains is another critical facet in this PhD research. Different domains have different characteristics, e.g., in the music domain, the users may listen to a song multiple times, while in the book domain, they are less likely to read a book even twice.

Finally, we aim to conduct online experiments studying users’ choice behaviours in the presence of an RS. We plan to build a platform where the users are asked to rate/like items, and then a range of RSs are used to generate relevant suggestions for them. Thereafter, we will ask users to select other items while we offer recommendations to them. We will also ask users to rate the chosen items after consuming them. The choices and the feedback can help us understand the RSs and their impact more thoroughly.
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Abstract. Incremental complexity in software project management makes planning and decision making increasingly slow and difficult. Advances in Artificial Intelligence are shown as a possible solution to these management problems. In this way, it is intended to use Machine Learning algorithms applied to the field of software project management, in order to automate tasks and processes and support decision-making.

Keywords: Project management · machine learning · effort estimation · next release problem

1 Introduction to the research

As the years pass, software products and developments get more and more complex, requiring not only more effort in design and functionality, but also in planning and management. This implies that as the software gets more complex, so does its management. Thus, it has become necessary to create tools that help and support the software project management, in order to reduce its complexity, speed up the development process and support decision making. This line of research appears to solve many of the most common problems that arise in the field of software project management. In this research, two main problems have been tackled using Machine Learning algorithms:

1.1 Requirements prioritization

This problem consists of deciding the most important requirements to work on next, and it is also known as the "Next Release Problem" (NRP) [2]. It is a difficult and manual task that is performed many times throughout a project. To solve this problem satisfactorily, a certain balance must be found between the set of selected requirements, customer and stakeholder demands, and available

* This research statement and its initial results have been partially funded by the Junta de Comunidades de Castilla-La Mancha through the project SB-PLY/17/180501/000493.
Some of the algorithms that have been used to solve this problems are evolutionary algorithms (genetic, NSGA-II) [6], greedy algorithms (GRASP) [3] and Ant Colony [7, 8].

1.2 Effort estimation of requirements

Requirements are created to define specific needs that must be addressed in the software product being developed. To ease the project planning, requirements are often given an estimation of the effort that must be done to complete them. In plan-driven projects, this estimation is made once at the beginning of the project. But in projects applying value-driven methodologies, estimation of requirements is done iteratively many times during the projects life. Moreover, the requirements estimation is made by the development team, giving each requirement an expert value relative to the rest of the requirements. This repetitive, manual and experience requiring task is feasible to be solved by Machine Learning algorithms.

Machine learning models [5, 4, 1] have been applied to estimate the size of user stories. Neural networks offer good results compared to the rest; in all cases, the relevant information used is the text of the product backlog items. When working with textual information, the development of rule-based algorithms, descriptive or based on probabilistic graphic models could offer a great capacity to explain the prediction returned.

2 Overview of the Research Design and General Methodological Approach

This research will focus on two specific aims that will tackle the problems described previously:

- **A1. Search-Based Software Engineering applied to Next Release Problem.** Resolution of the NRP problem, using evolutionary and greedy algorithms. Special emphasis on the development of single and multivariate EDAs (Estimation of Distribution Algorithms), since they explicitly deal with the relationships between the variables. In addition, some of the models that can be created contain a structure that allows relationships between the elements of the problem to be identified. This is of special interest since, up to the author’s knowledge, no EDA has been applied to the NRP problem yet. New forms of representation of the problem will be developed in addition to the classic one of requirements vectors, associated cost and list of stakeholders: Dependencies between logical and physical requirements, return on investment, forced order, uncertainty in importance of requirements, quality of requirements, etc.
A2. Supervised classification applied to effort estimation of requirements. Neural networks will be used to generate automatic estimation of the effort of requirements. These neural networks will use textual information, such as requirement title and description to predict the estimation.

3 Expected Deliverables

- Reports for all experiments regarding A1 and A2.
- User interface and code shared with research community for algorithms which provided best results.
- Publication in journals from the JCR ranking. Candidates are shown in Table 1.

Table 1: Candidates for publications.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Category</th>
<th>Impact Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge-Based Systems</td>
<td>Computer Science, Artificial Intelligence</td>
<td>5.921</td>
</tr>
<tr>
<td>Applied AI</td>
<td>Computer Science, Artificial Intelligence</td>
<td>5.472</td>
</tr>
<tr>
<td>Automated Software Engineering</td>
<td>Computer Science, Software Engineering</td>
<td>1.857</td>
</tr>
<tr>
<td>Artificial Software Engineering</td>
<td>Computer Science, Information Systems and Software</td>
<td>1.191</td>
</tr>
<tr>
<td>Expert Systems with Applications</td>
<td>Computer Science, Software</td>
<td>1.191</td>
</tr>
<tr>
<td>Information and Software Technology</td>
<td>Computer Science, Artificial Intelligence</td>
<td>1.191</td>
</tr>
<tr>
<td>Symposium on Search-Based Software Engineering</td>
<td>Computer Science, Computer Science Applications, Information Systems, Software</td>
<td>5.452</td>
</tr>
<tr>
<td>International Conference on Requirements Engineering</td>
<td>Conference</td>
<td></td>
</tr>
</tbody>
</table>

4 Schedule of Activities

The schedule of activities is shown in Figure 1.

![Fig. 1: GANTT diagram of activities.](image-url)
5 Preliminary results

The specific aim A1 of the research has already started being tackled. To solve the requirements prioritization problem or NRP, an experimentation model has been designed. The experiments launched to evaluate each algorithm execute multiple times different combinations of the parameters, calculating final metrics that will be used to evaluate the performance of each one of the algorithms.

In the research, three algorithms have been designed to solve the NRP: a genetic algorithm designed by the authors, that stores a set of non dominated solutions and uses a mono-objective metric as fitness function; the NSGA-II (Non Sorted Genetic Algorithm), a multi-objective algorithm frequently used to solve the NRP; and GRASP (Greedy Randomized Adaptive Search Procedure) algorithms.

The results obtained by the first two algorithms have already been analyzed, selecting the best configurations and comparing them to find their weaknesses and strengths (see Figures 2 and 3). The results were generated by applying the algorithms to two datasets [3] that represent instances of the NRP.

![Kiviat graph of metric comparison between algorithms.](image)

Fig. 2: Kiviat graph of metric comparison between algorithms.
Fig. 3: Optimal Pareto fronts of the best configurations of the algorithms analyzed.
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Abstract. Machine learning (ML) is transforming education and fundamentally changing teaching, learning, and research. In response to this situation, it is important to ensure that the machine learning models used in this context are accountable. However, the literature has generally focused on improving the accuracy of these models as much as possible, and only recently has started to investigate aspects such as fairness, transparency, privacy. A process of auditing is fundamental to ensure that existing models take care of these aspects, according to the perceptions of the users and the impact these models could have on them. In our work, we plan to create algorithms and web-based tools that can allow stakeholders to assess the accountability of their own machine learning models from multiple perspectives, enriching the evaluation framework and going beyond accuracy only evaluations. Our contributions can help to create and deploy responsible machine learning models for education.

Keywords: Data mining · Education · Educational Data Mining · Higher Education · Machine Learning.

1 Motivation

Machine learning is a process of extracting and discovering patterns in large data sets involving methods at the intersection of machine learning, statistics, and database systems [4]. During the last decades the use of data mining is increasing a lot in many fields such as bioinformatics, marketing campaigns, cyber security, education and many more. In particular, educational data mining (EDM) is a research area that deals with the development of methods to explore data originating in an educational context [19]. EDM is defined by The Educational Data Mining community website, as "an emerging discipline, concerned with developing methods for exploring the unique types of data that come from the educational setting, and using those methods to better understand students, and the settings which they learn in". There are papers that cover the main aspects of data mining in education such as [1, 3, 17, 18].

1 www.educationaldatamining.org
Educational machine learning is very important because it can be used for classifying and predicting students’ performance [16], dropouts [21], score predictions [15] and also teachers’ performance [2]. It can help educators to track academic progress to improve the teaching process, it can help students in course selection and educational management to be more efficient and effective. For instance, knowledge tracing [13] is the task of modelling student knowledge over time so that we can accurately predict how students will perform on future interactions. Dropout is an event that occurs when a student or more than one, decide to leave school or university. So it is very important to avoid this situation and possibly to inform the teacher of what is happening so that he can contact the student and try to solve the problems. Student success is a crucial component of higher education institutions because it is considered as an essential criterion for assessing the quality of educational institutions. Predicting such success is particularly important because it can help decision makers to provide the needed actions at the right moment, and to plan the appropriate training in order to improve the student’s success rate. Another important way in which machine learning is used is with course recommendation system. In fact, based on students choices during the time, the system can suggest them courses similar to those they have already attended.

In my research project I aim to analyze the perceptions of stakeholders with respect to aspects such as fairness, transparency, security and privacy in the context of machine learning models for education. Based on the outcomes of these analyses, I than aim to improve these models such that they account for the above aspects. Specifically, I am interested in answering the following research questions:

1. How are educational machine learning models perceived from the point of view of fairness, security, privacy, transparency and safety?
2. How can we improve accountability of machine learning models in education with respect to the above perspectives?

2 Background

2.1 How is machine learning applied in education

Machine learning and education processes are closely interconnected. ML algorithms analyze how the students perceive and explore the information they are given. It helps the system to either draw the user back and go through some learning points again or let them step further. ML also helps the teachers to monitor and trace the learning process individually. As compared to traditional methods in classrooms, where the goal is to deliver the course, but not ensure that everyone got it, ML gives an advantage of more profound information perception. ML technologies analyze the content of online courses and help to figure out whether the quality of the offered information meets the applicable standards on one hand, and on the other, it shows how the users perceive the data and do they understand what is taught. There is another application of machine
learning in education that deals with scores and grading. As each online course reflects the learning abilities of a large number of students, they have a lot of experience in grading them.

The authors in [6] introduced EdNed, which is the dataset of all student-system interactions collected over 2 years by Santa, a multi-platform AI tutoring service with more than 780K users in Korea available through Android, iOS and web. The recorded behavior is limited to question-solving activities, so it is important to expand it. The next year they proposed Saint+ [20], a successor of the previous one. They planned to model not only students’ problem-solving records, but also various learning activities, such as watching lectures and studying explanations for each exercise. In addition, they planned to explore architectures for knowledge tracing models other than transformer based encoder-decoder model that separately processes exercise information and student response information. Others developed DAS3H [5], a student model that explicitly accounts for memory decay and the benefits of practice when items can involve multiple skills at the same time. In particular, they need to improve the scalability of DAS3H model, design models that do not rely on specifically designed time windows, using for example self-exciting processes such as Hawkes processes.

In general, the above machine learning models are increasingly used in the real world and education is one of the many application domains where these models are becoming more and more pervasive. However, studies on machine learning models are those that measure the accuracy or how effective they are from a learning point of view, tend not to consider what stakeholders’ perceptions in terms of perspectives like fairness and transparency. Some studies have focused their attention on fairness, which means ensuring that personal and social circumstances do not prevent students from achieving their academic potential. Nevertheless, machine learning models needs to be transparent, in other words, this means to teach while making obvious the intellectual practices involved in completing and evaluating a learning task. The goal of transparent teaching is to promote students’ conscious understanding of how they learn.

2.2 Beyond accuracy aspects

Artificial Intelligence (AI) is becoming more and more important in the last decades and for this reason, many studies have been conducted. In [14] they introduce a framework for algorithmic auditing that supports artificial intelligence system development end-to-end, to be applied throughout the internal organization development lifecycle. The authors in [9] designed a survey to assess users’ perceptions of search engine biases, with the goal of diagnosing the reasoning underneath their preferences of the real search pages or the synthesized pages. They also investigated the effects of bias-mitigation on users’ satisfactions. They discover that participants prefer the real search pages over the synthesized ones with a significant higher ratio. The first systematic investigation of industry teams’ challenges and needs for support in developing fairer ML systems was conducted by [10]. Even when practitioners are motivated to improve fairness in their products, they often face various technical and organizational barriers. One
of the most prominent issues in education policy today, accountability is a key element in the success of education improvement systems. In fact, accountability means holding everyone with responsibilities to high standards of performance while audits are tools for interrogating complex processes, often to determine whether they comply with company policy, industry standards or regulations.

3 Research plan

Many studies have been conducted in machine learning and in particular in education. The majority of researchers have studied fairness, privacy, security and all the others, but these perspectives have been under-explored on machine-learning models applied to education. In fact, it is important to know what users think and try to help them with the difficulties that they may have. I assumed to spend three months on research and one month for experiments with students. The process of auditing can be made for a specific field or more generic, so it is possible to include many fields. The purpose of my research is to fill this gap in the literature and therefore I plan to follow these three main steps.

Identification of case studies for ML models in education. The first step concerns on the identification of which machine learning models can be interesting to analyze the accountability. We have identified dropout prediction and educational recommender systems as the most interesting ones, but we are also open to add other models. At the beginning, it would be useful to analyze the dropping out of students for universities courses, then the probability of leaving courses. In particular, dropping out of school refers to abandoning one’s schooling before getting an initial diploma. In our specific case, it means that a student decide to leave the course even before doing the exam. Dropping out is a complex and multifaceted phenomenon. Students are constantly influenced by various factors and when these have a negative influence, they are called risk factors. Risk factors increase the likelihood that a student will struggle at school or university, which can lead to dropping out. On the other hand, a recommender system is used to generate meaningful recommendations to a collection of users for items or products that might interest them. In education, it would be useful to recommend a specific course to a student, based on his or her previews choices. For example, if a student is studying Physics, the system will try to suggest something which is strictly related to that faculty. First we want to start with university data, e.g., from Moodle platforms, for dropout and then we plan to use large-scale datasets, such as COCO [7], to create algorithms (e.g., recommender systems) and to make auditing with them. Moodle provides log data at the site and course level. This data can be accessed and downloaded as activity reports. You can see what pages the students accessed, the time and date they accessed it, the IP address they came from, and their actions (view, add, update, delete). On the other hand, COCO includes information collected from a leading global marketplaces for online learning and teaching at scale. In particular, Udemy enables experts in various areas to offer courses at no charge or for tuition fees.
Study of the ML model accountability. For each case study, identified in a previous step (dropout prediction or course recommendation), the second step consists in investigating which aspects we want to account for and why it is important to perform an accountability study on these aspects. The idea is to bring students together, so it can be possible to present them examples of machine learning models based on case studies and ask them to answer questions contained in questionnaires based on certain cases in which these models can be used in the real world. For example, considering the dropout prediction, we can have a ranking of students organized in two tables that may be at risk of failing or giving up the course. It might be useful to ask the teacher if there are problems with the two ranking. The teacher can notice that there are too male students, so the model is unfair, or maybe he can not understand why these students are at risk and can leave the course, so this is a lack of transparency. This step may include also interviews with developers, teachers and other stakeholders in education. The data will be collected through the questionnaires that will be distributed to the interested stakeholders. We will produce an article that describe each case of study, in particular, how to do accountability and what we found from our study. This is the most exploratory part. In a second time, given a case study, using state-of-the-art models we are going to make the accountability based on the guidelines developed in the previous step. The output will be conference papers and journal articles describing the accountability of existing systems for specific case studies such as the following ones [11, 12, 8].

Development of accountable ML models. Last, for the third step, we plan to make the considered machine learning models more responsible, based on the findings and guidelines defined in the previews step. Our goal is to provide definitions, algorithms and tools that allow educations stakeholders to assess the accountability of their systems in a simple way. It would be useful also to create a web-based interface own machine learning model and obtain an evaluation form covering different aspects important for accountability (related to fairness, transparency, social impact and others). One of the outputs could be a web-based tool, possibly disseminated as a demo paper.
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Abstract. The development of effective business models is an essential task for a company to stay successful. While in the past, much research has been focused on the conceptualizing of the parts of business models of a company (e.g., business aspects), less focus has been spent on the actual modeling of the business models (e.g., models aspects). Here, taking the modeling part more into account can support software tools to transfer from simple design tools for business modeling to decision-support systems to develop effective business models. In my thesis, I perform a design science study to develop an approach for the situation-specific development of business models. Based on the concept of situational method engineering, which is used to construct software development method based on the actual situation of the company, and feature models, which are used to store different product configurations in a single model, I develop an approach to construct and enact a business model development method based on the situation of the company. Moreover, I allow the provision of it-support for different development steps of the method. I apply my research to developing business models for mobile applications and evaluating it with a case and a user study.
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1 Introduction

The development of effective business models, defined by Osterwalder et al. as “the rationale of how the organization creates, delivers, and captures value” [16], is an essential task for a company to stay competitive. This is one of the results of the GE Innovation Barometer 2018 [7], a study with over 2000 business executives. In this study, 64% of these executives have the “difficulty to define an effective business model to support new ideas and make them profitable” [7]. An important reason for this is that customers want solutions for perceived needs rather than just product which affects that the business model can often
be more important than the latest technology of the product [5]. The development of those business models can be supported with so-called Business Model Development Tools (BMDTs). However, there existing lack of research in those tools [20] and also existing tools in practice have several limitations regarding their support in developing business models [19]. To break those limitations, a shift from design support to decision support of those systems has to be done [17], which also raises the questions of what parts of business model development could be automated with those tools [4].

In my research, I focus on one aspect that I called the situation-specific development of business models. To support the business model development, different domain experts propose various methods to develop such business models in the form of development processes (e.g. [15]) and method repositories (e.g. [3]). Moreover, these experts provide knowledge in the form of taxonomies of possible (e.g. [1]) and patterns of successful (e.g. [6]) companies. However, both the methods and the knowledge need to fit the situation of the company to support the development of effective business models. Otherwise, the development of an ineffective business model can lead to poor market penetration of the services or even a company bankruptcy [18]. Although various business model development approaches have been proposed, none of them provides fully-fledged tailoring to the service provider’s situation. In my thesis, I address this problem by introducing a holistic tool-supported approach to support the situation-specific development of business models. For this, I use the concept of situational method engineering [13], which is used in software development to create development methods that fit the situation of the software project, to create the method repository and the development process. Moreover, I use the concept of feature models [2], which is used in product line engineering to model different variants of a product, to store knowledge about existing and patterns of successful business models. With both, I can support the business model development on the process (e.g., development method) and the product (i.e., business model) level.

The approach introduces the role of the Meta-Method Engineer, the Method Engineer, the Domain Expert, the Business Developer and other Stakeholder. In contrast to other business model development approaches, my approach points out the importance of the Method Engineer who formalizes the methods and knowledge to make them useable for the Business Developer. In my approach, the Meta-Method Engineer needs to create the meta-model to handle methods and knowledge once. Based on that, the Method-Engineer models existing methods and knowledge in repositories based on the experience of the Domain Expert. After that, the Method-Engineer constructs the development methodology out of both repositories based on the described situation of the Business Developer. Finally, the Business Developer enacts the method to develop his business model together with the Stakeholder. Here, different steps of the method can be supported with software modules. I implement the whole approach as a web-based open-source tool and evaluate it with a case study of creating a business model for a local event platform’s mobile app and a user study of a lean development seminar at Paderborn University.
1.1 Research Approach

This thesis uses a design science research (DSR) process to build an approach for the situation-specific development of business models. We use DSR because it focuses on developing an artifact with the intention of a stepwise improvement using cycles. Here, the output in the form of evaluated results of a cycle is used as the next cycle’s input. As a concrete method, we choose the DSR cycle of Kuchler and Vaishnavi [14]. The process is shown in Fig. 1 and consists of three cycles with the five steps of taking Awareness of [the] Problem, making Suggestion for the solution, the Development of a corresponding artifact, the Evaluation of our solution, and the drawing of a Conclusion.

In the First Cycle (2019-2020), we analyzed the current literature and software tools to understand the problem of software-based business model development. Based on that, we created conceptional parts for the situation-specific development of business models, implement them in software fragments, and evaluate the technical feasibility. Moreover, we have provided a tool review of decision support within the so-called Business Model Development Tools (BMDTs).

Currently, in the Second Cycle (2020-2021), we take the lessons learned from the last cycle and the tool review to create an integrated concept for the situation-specific development of business models. For this, we implement a software tool and evaluate it with a case study on creating the business model for the mobile app of a local event platform. Moreover, we use our existing tool review to create a reference architecture for BMDTs that researchers can use.

In the Third Cycle (2021-2022), we will take the lessons learned from the second cycle to create a modularized concept of situation-specific development of business models. The modularization will consist of a core architecture that different modules can extend to provide decision-support in various enacted pro-

![Fig. 1. Design Science Research Process based on Kuchler and Vaishnavi [14]](image_url)
cess parts. Here, we will also review additional literature for modules we are developing. After implementing the core architecture and the modules, we will evaluate the approach with a user study. Finally, we conclude with an evaluated concept, a modularized architecture, and a software tool.

2 Current Research of First and Second Cycle

My current research can be divided into the following two parts: First, I am a researcher in the collaborative research center “On-The-Fly Computing”\(^1\). The research center is funded by the German Research Foundation (DFG) and has the goal to develop future it–markets in which software is composed out of essential services that are traded over worldwide accessible markets. Here, I research the development of business models for the essential services and the composing software. Second, I am a project manager in the Software Campus project “KOVAS”\(^2\). The project is funded by the German Federal Ministry of Education and Research (BMBF) and aims to allow researchers to manage their first project with their own budget. Here, I manage a project to allow the validation of service prototypes by using crowd-sourcing techniques. Based on both and with respect to DSR, I propose the situation-specific development of business models. Based on my research project, I first analyzed the business models of various software ecosystems to create a variability model of the ecosystem provider’s business model, and its dependencies to the service providers and the users \([9]\). At this point, I also decided to focus my thesis on service providers and mobile app providers in particular.

In the First Cycle of DSR and with the focus of mobile app developers, I transferred the concept of software product lines to the topic of business model development. For that, I used feature models to store the business model information of various business models for mobile applications. Out of this, a concrete business model for a single business model can be derived as an instance of the feature model \([10]\). Moreover, I created a process to create and adapt those business models based on the conduction of experiments \([11]\). Here, I evaluated the feasibility of the approach with a tool implementation and the application of a usage scenario.

In the Second Cycle, I worked on the extensibility of the approach by concerning knowledge about methods and models from different domain experts. For that, I have used situational method engineering to derive a method repository with various methods to develop and validate business models for mobile applications \([12]\). Moreover, I have worked on an approach to consolidate the knowledge about business models from different domain experts \([8]\). For both, I have applied the case study of developing business models for a local event platform. For that, I have developed the BMDL Method Modeler\(^3\) and the BMDL

---

\(^1\) On-The-Fly Computing Project: https://sfb901.uni-paderborn.de

\(^2\) KOVAS Project: https://www.sicp.de/en/projekte/kovas

\(^3\) Method Modeler: https://sebastiangtts.github.io/bmdl-method-modeler/
Feature Modeler. I currently integrate both solutions into each other to enact the development method and conduct the case study. For the Crowd-based Service Prototype Validation, I organized the development of a first set of design principles for a crowd-based prototype validation platform. For that, I lead an analysis of literature and existing tools in the areas of rapid prototyping, crowdsourcing, and business model development. Based on that, the design requirements for the validation were extracted and mapping to the design requirements of the platform. Moreover, I organized the conceptualizing and development of the platform together with its evaluation.

3 Future Research and Expected Contributions

In the Third Cycle, I will work on the extensibility of the approach to different mobile applications and the modularization of the concept. For that, I will use the concept of service-oriented architectures to provide additional it-support to specific steps of the development method. This could be, for example, the calculation of outcomes of different business models or the semi-automated competitor analyses of other services in the same store. To validate the applicability of the approach, I will conduct a user study within a lean development seminar at Paderborn University. Here, the students will use lean development techniques to develop a mobile application and use the developed tool for developing a corresponding business model. For the Crowd-based Prototype Validation Platform, I will organize the improvement of the design principles of the platform and the corresponding development. For that, I will focus on the deeper integration of experiments into the presented prototypes so that split-tests of different service prototypes could be performed effectively. Moreover, I will lead the integration of the platform as a module of the developed tool and an evaluation in the lean-development seminar.

By using DSR, I expected the evaluated concept, the modularized architecture, and the software tool as an output of my thesis. With this output, I aim to contribute to research and practice in the following way: First, the evaluated concept provides a new view of how SME could be applied to the business modeling domain. Second, the modularized architecture supports researchers with a reference model to build new BMDTs. Third, the software tool supports practitioners in developing effective business models for their services. Moreover, the crowd-based prototype validation platform should support practitioners in validating their services before the development to save development resources.
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1 Introduction

Convex relaxations are a powerful tool to design polynomial-time algorithms for exact and approximate solutions of combinatorial optimisation problems [7]. Convex relaxations have been studied in theoretical computer science and operational research [3] and they have been also successfully applied to several topics from artificial intelligence such as, for example, local clustering, community detection [6], segmentation [10], and 3D reconstruction [11]. To solve an instance of a minimisation problem (or a maximisation problem), the instance is formulated as an integer program that is then relaxed to a convex program which can be solved in polynomial time, e.g., to a linear program or to a semidefinite program. The ratio $\frac{O}{F}$ of the optimum $O$ of the original problem to the optimum $F$ of the relaxed problem is called integrality gap (in a maximisation problem the integrality gap is $\frac{F}{O}$). If the integrality gap is 1 then the solution to the relaxed problem is an exact solution to the original problem. Otherwise, an approximate solution to the problem can be obtained by designing a suitable polynomial-time algorithm that converts the solution to the relaxed problem into an integer one.

The better-known and most used convex relaxations are linear programming (LP) relaxations and semidefinite programming (SDP) relaxations. In LP relaxations, the original integer problem is relaxed to a linear program, i.e., an instance of an optimisation problem with variables that range over the reals and which can be interpreted as probability distributions on the possible solutions of the integers problem; while in SDP relaxations, the original integer problem is relaxed to a semidefinite program, i.e., an instance of an optimisation problem where the variables are vectors ranging over the reals and whose norms can be
interpreted as probability distributions on the possible solutions of the integers problem. SDP relaxations were pioneered by a result of Goemans and Williamson [8] who obtained the best possible approximation algorithm for Max-Cut. The importance of LP and SDP relaxations to obtain both theoretically interesting results and practical application relies upon the fact that LP and SDP can be solved in polynomial-time by interior-point methods (see, [9] and [15, ?]), which also provide practically efficient algorithms. A convex relaxation can be gradually strengthened by adding local constraints which are satisfied by integer solutions, thus obtaining a hierarchy of convex relaxations. The most famous hierarchies of LP relaxations are those proposed by Sherali and Adams [16] and by Lovász and Schrijver [14], while a hierarchy of SDP relaxations was proposed by Lassere [13].

The objective of the research project is the systematic study of the power of convex relaxations. More precisely, the objective is to provide a precise characterization of the computational combinatorial optimisation problems which are exactly and approximately solved by a specific convex relaxation (e.g., an LP relaxation, an SDP relaxation, or a certain level of one of the mentioned hierarchies). A further goal of the project is to investigate the consequences of the power of specific convex relaxations on the computational complexity of valued constraint satisfaction problems.

Valued constraint satisfaction problems (VCSPs) are a wide class of computational optimization problems. The input of a VCSP instance consists of finitely many variables, an objective function, that is, a finite sum of cost functions defined on a fixed set called the domain and applied to some of the given variables, and a rational threshold. The computational task is to decide whether there exists an assignment of values from the domain to the variables whose cost, i.e., the value of the objective function corresponding to the assignment, is at most the given threshold.

Convex relaxations have been already applied to study the computational complexity of VCSPs both in the finite-domain and infinite-domain setting. In the finite-domain setting, the applicability of a basic LP relaxation and of a constant level of the Sherali-Adams relaxations for exact solvability of VCSPs was completely classified in [12] and [17], respectively. For infinite-domain VCSPs, a sufficient condition for the exact solvability via a basic linear programming relaxation was given in [2]. This result settled the polynomial-time tractability of VCSPs for specific classes of piecewise linear cost functions (e.g., for submodular piecewise linear homogeneous cost functions) whose complexity was not known before. Most recently, this result was generalised by a sufficient condition for the exact solvability via a combination of the basic linear programming relaxation and the affine integer programming (AIP) relaxation [18]. The AIP relaxation [4, 1] is a variation of the LP relaxation where the variables are allowed to take values in the set of all integers. In fact, the sufficient condition for the applicability of the combined basic LP and AIP relaxation also applies to a generalisation of VCSPs called promise valued constraint satisfaction problems (PVCSPs), and extended a result from [5]. For infinite-domain VCSPs, the combined basic LP
and AIP relaxation is strictly more powerful than the basic LP relaxation alone, in the sense that the combined relaxation exactly solves all the VCSPs that are exactly solved by the basic LP relaxation; and, furthermore, it settles the polynomial time tractability for a class of infinite-domain VCSPs that do not satisfy the sufficient condition for the applicability of the basic LP relaxation. The result on the combined basic LP and AIP relaxations, paves the way to the study of different combinations of two, or more, convex relaxations.

The aim of this project is to turn the study of exact solvability of VCSPs via a certain convex relaxation into a systematic approach and to extend it to the study of approximate solvability of VCSPs.
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Abstract. Decision makers show an increased need for decision support due to the rising volatility, uncertainty, complexity and ambiguity in business environments. In this research statement, I demonstrate that decision support provided by decision support systems must be tailored to individual decision makers for optimal decision making. This includes adapting the decision support system to the goal of a decision maker and resources available to them such as datasets, software tools or time to identify an optimal decision. Since this individualization is not yet sufficiently addressed by existing systems, I present a solution concept that enables the creation of decision support systems which are tailored to individual decision makers. The concept utilizes ideas from Situational Method Engineering and Data Ecosystems. I furthermore explain my research approach to realize the solution concept.
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1 Motivation

I am currently working as a researcher in the research project FlexiEnergy1, in which PhD students from three disciplines and five industry partners collaborate to design and develop a decision support system for the cross-sectoral planning of energy distribution networks. Energy distribution networks are regional networks responsible for transporting generated energy to residential or industrial energy consumers. Distribution Network Operators (DNOs) must decide on when, where and how to reinforce or expand their network over the next decades. When deciding for or against investments, DNOs – like many decision makers – must consider frequent, unpredictable change in many influencing factors with unknown cause-effect relationships [7,1,8]. In order to make investment decisions despite these challenging circumstances, DNOs heavily rely on assistance provided in the form of decision support systems (DSS).

* Funding provided by European Regional Development Fund as part of the research project FlexiEnergy (grant number: EFRE-0801186).
1 https://flexi-energy.de/en
During the design and development of a DSS for energy distribution network planning in the context of our research project, we encountered difficulties when trying to define a holistic planning process to be supported by the DSS. We could attribute these difficulties to the fact that the optimal planning process varies between DNOs due to situational factors. For instance, a DNO might require redundancy in their network to support the failure of a single asset like a transformer or a cable, while another DNO does not require such extra reliability. If the reliability requirements of DNOs do not align with the planning process implemented in the DSS, the proposed network investments are either too costly due to the included redundancy, or the resulting network does not fulfill reliability requirements. Similarly, we learned that load forecasts considering consumer technologies such as PV-systems adopted by individual buildings are more accurate than other approaches. However, a forecast on the level of individual buildings requires many socio-economic information about the buildings which are not readily available for each DNO. Consequently, the holistic planning process supported by the DSS likely needs to be extended with activities for additional data acquisition or activities need to be replaced with approaches whose data requirements are fulfilled.

While exchanging experiences with colleagues working in other research projects, I found that a “one-size-fits-all” decision support approach can also be suboptimal in other domains, e.g., during supply chain planning [14] or when deciding on a business model [4]. Instead, a decision support system must consider the context of decision makers, i.e., their overall goal and available resources such as data sets, software tools or time to identify an optimal decision. I therefore want to address the following research question in my dissertation: How can individualized decision support systems be provided that are tailored according to the context of individual decision makers, i.e., their individual goals and available resources?

2 Related Work and Research Gap

After identifying the need for decision support systems which are tailored to individual decision makers, I identified existing approaches in the decision support domain which seemed to address a related problem.

Adaptive DSS (ADSS) are decision support systems which “support human decision making judgements by adapting support to the high-level cognitive needs of the users, task characteristics, and decision contexts” [3]. However, these systems only seem to consider the selection of a single model across a (fixed) set of models, which renders them unsuitable for complex planning problems like distribution network planning where multiple models need to be combined, e.g., for load forecasting, network simulation and network optimization. Furthermore, the availability of resources like data sets or time to identify a decision is not included in the decision context and therefore not considered during adaptation.

DSS Generators are “a set of tools to support the design and construction of a [...] DSS” [9]. However, I did not find any general-purpose DSS generators...
which can be utilized in any application domain, in particular energy distribution network planning. Furthermore, the generators are usually not meant to be directly used by decision makers but by trained “implementors”, which can add a significant delay between the decision maker requiring support and an actual DSS being available.

In the domain of computer science, there are two particular approaches which are partially related to tailored decision support systems:

**Situational Method Engineering** aims to “design, construct and adapt methods, techniques and tools for systems development [...] for a specific situation” [5]. The output however is a method for developing a system which is enacted by the development team, not an actual DSS which can be used by a decision maker [2].

**Data Ecosystems** are “a set of networks composed by autonomous actors that directly or indirectly consume, produce or provide data and other related resources (e.g., software, services and infrastructure)” [12]. However, contrary to the definition, many data ecosystems (or even “decision support ecosystems” [13]) only focus on providing and exchanging data and ignore related resources, which nullifies the opportunity to create a holistic DSS.

In conclusion, I did not find any existing approach which sufficiently addresses decision makers’ demands for tailored decision support systems.

### 3 Solution Concept

Although none of the approaches presented in the previous section fully addresses the demand of decision makers for tailored decision support systems, all approaches include concepts which contribute towards this goal. I therefore derived a solution concept from these approaches with the aim to combine their advantages while improving on their downsides. The solution concept is presented in Fig. 1 and subsequently explained in detail following the depicted three phases.

The initial phase is the **Context Identification** phase. During this phase, the **Decision Maker** interacts with the **Context Module** to document the decision context, i.e., the decision to be made and the available resources. For the **Context Module** to know which aspects to prompt the **Decision Maker** for, a **Domain Expert** must provide a **Domain Ontology** describing decision problems in the relevant domain. This documentation of the domain’s characteristics may also include information about frequently analysed decision problems. Based on the feedback provided by the **Decision Maker**, the **Context Module** produces a machine-readable **Decision Context Formalization** of the decision problem and resources.

The **Decision Context Formalization** is subsequently used in the **Composition Module** of the **Decision Support Composition** phase. The goal of this phase is to assemble multiple **Decision Services** into a **Decision Support Composition** which represents an ideal planning process for the decision context of the **Decision Maker**. For this purpose, multiple **Decision Service Provider** provide a **Decision
Service Description of their available decision services (e.g., software, data or compute infrastructure) in a Decision Service Repository. The composition of decision services can be performed manually by a Decision Support Engineer or partially/fully automated by a Composition Assistance (see [11] for the relevance of such assistance). A Knowledge Repository provides information to identify ideal compositions based on Domain Knowledge provided by Domain Experts or experience gathered during previous service executions (Execution Knowledge).

It is important to note that a single person can optionally act in multiple roles, e.g., a Decision Maker may be involved in service composition as a Decision Support Engineer or provide their own datasets or other decision services as a Decision Service Provider.

Finally, in the Decision Making phase, the Decision Support Module invokes the decision services as described by the previously assembled Decision Support Composition. For this purpose, additional run-time input by the Decision Maker...
might be necessary. The resulting Decision Recommendations are forwarded to the Decision Maker. From a Decision Maker’s point of view, the tailored DSS behaves similar to a traditional DSS during this phase.

4 Research Approach and Next Steps

My research approach can be aligned with Hevner’s three cycle view of design science research [6] shown in Fig. 2. With respect to the Relevance Cycle, I already derived the need for tailored decision support systems from the application domain of energy distribution network planning (cf. Sect. 1). I also derived some high-level Requirements and furthermore evaluated existing State-Of-The-Art artifacts, methods and concepts (cf. Sect. 2), thereby partially addressing the Rigor Cycle. The Design & Development of the Design Cycle is partially addressed with the solution concept presented in the previous Sect. 3.

Next, I will focus on developing the details of the solution concept, i.e., the modules, documents, repositories and roles shown in Fig. 1. For this purpose, I plan to apply a design science research approach as shown in Fig. 2 to the individual phases of the solution concept. Again, I can utilize the application domain of energy distribution network planning and existing knowledge such as methods for requirements engineering, service composition and service orchestration. Working on the individual phases of the solution concept already provides a partial Evaluation of the overall solution concept.

Lastly, I want to prototypically implement the solution concept and conduct a Field Test by using the prototype in the application domain of energy distribution network planning through my research project. Based on the completed relevance, design and rigor cycle for both the overall concept and its individual phases, I expect to contribute design principles [10] for tailored decision support systems as an Addition To Knowledge.

![Fig. 2. Research approach (adapted from [6]) including progress](image-url)
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Abstract. Blockchain technology has become one of the most popular computer science trends, and in particular smart contracts programming has spread very quickly in the last years. One of the main problems with smart contracts is due to the identified vulnerabilities over the years. Honeypots in the smart contracts programming could cause the loss of a large amount of Ether, such as the DAO attack of the 18th June of 2016, in which attackers succeed in draining an amount of 3.6m Ether. Since then, the Solidity programming language has been widely improved, but nowadays, it is still possible to write vulnerable contracts. For this very reason, it is fundamental to detect and report an anomaly immediately by using machine learning techniques. Much work has been done in the smart contracts vulnerabilities detection field; indeed, different existing tools allow detecting smart contracts vulnerabilities. The problem with these tools is that they are limited to a subset of vulnerabilities and don’t suggest how to re-write code to avoid the exposure itself. The research aims to build a tool integrating innovative machine learning techniques for detecting all known exposures and automatic code refactoring techniques to remove the possibility of the detected anomaly occurring.
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1 MOTIVATION

In the last few years, developers and programmers started to take advantage of the blockchain’s inner properties for several purposes. Traceability, Certification, Document Management are only a few of the use cases for which programmers want to exploit the advantages of the Ethereum blockchain and smart contracts. Smart contracts allow the execution of transactions without the help of third parties. Therefore, most of them are money transfer programs, token exchange [11], and games whose aim is to win Ether. Exploring the chain is possible to notice several sponsored contracts that hold Ether for a value of several millions of dollars. A security leak in such programs could be hazardous, leading to an irreversible loss of Ether [9], and for this reason, it is necessary to avoid writing vulnerable smart contracts. The most famous attack is the ’DAO Attack’ [10] that caused an Ether loss for a value of 60M of dollars, and it is the perfect example of how a smart contract vulnerability could lead to dire consequences. Developers spotted several vulnerabilities that can lead smart contracts to unwanted behavior [2], but some are worse than the others in terms of potential Ether loss. For this
very reason, it is fundamental to detect possible dangerous patterns in the smart contract’s code that may arise vulnerabilities. The research project aims to build a machine learning model able to recognize vulnerable smart contracts and detect the possible attack or problem related to the vulnerability itself. Since there are already existing tools allowing the recognition of vulnerable Solidity contracts, the ambition of the research is to build a machine learning model able to recognize all the already known vulnerabilities. After detecting the hypothetic vulnerability, the model re-writes the code such that the model removes the exposure. The research questions that focused my interest on this research are:

1. Is it possible to build a machine learning model able to classify smart contracts correctly?
2. Is it possible for the model to spot any of the already known vulnerabilities?
3. What are the principal vulnerabilities to which smart contracts are subject in 2021?
4. Is it possible to re-write the code such that the smart contract’s vulnerability can be disabled maintaining all the original contract functionalities?

The most challenging part is the 4th task on the list since an automatic refactoring of the code is not trivial, and we must consider that smart contract code execution requires gas consumption. The new pattern will probably need a higher consumption of Ether to execute the code, so we need to consider techniques allowing to save gas.

2 STATE OF ART

The detection of vulnerable patterns in Ethereum smart contracts is a task of fundamental importance [16] since several contracts are handling an amount of Ether for a value of millions of dollars. A spotted vulnerability in such contracts could cause catastrophic consequences, as in the DAO attack. Therefore, automatic techniques for vulnerable patterns detection inside Solidity contracts are more than necessary. Researchers carried out several surveys about smart contracts’ vulnerabilities [13], leading to unexpected loss of Ether or anomalous program behavior. Two of the most dangerous vulnerabilities are reentrancy and denial of service (Dos) since both lead to an Ether loss (in particular, an attacker used the reentrancy attack against DAO). Reentrancy consists of exploiting the peculiarity of Ethereum smart contracts of utilizing the code of other external contracts; an attacker can hijack these external calls whereby they force the program to execute malicious code. This attack can occur, for example, when a contract sends Ether to an unknown address, and the name of the vulnerability itself comes from the call back of a function on the vulnerable contract from the malicious program. Another critical vulnerability is the DoS [14] one, which consists of leaving a smart contract inoperable for a short period or, in some cases, permanently. Contracts inoperability can lead to a permanent loss of Ether since they can get trapped forever. The main problem is that there are several ways an attacker can make a contract inoperable, like looping through externally manipulated mapping or arrays or by allowing only the owner of the smart contract to execute some operations. Another common vulnerability regards arithmetic overflows and underflows since the Ethereum Virtual Machine specifies fixed-size data types for integers values. Therefore a variable of this type only
has a specific range of values it can represent. An arithmetic overflow or underflow occurs when an operation requires a fixed size variable to store a number (or piece of data) outside the range of the variable’s data type. This kind of vulnerability allows attackers to create unexpected logic flows. Those listed above are only a few of the vulnerabilities spotted during years:

- Unexpected code execution due to the DELEGATECALL opcode.
- Unexpected loss of Ether due to improper use of the suicide/selfdestruct function.
- Block timestamps manipulation.
- Improper iterations over array or mapping with a big amount of elements.

Several existing tools allow analyzing and detecting Solidity contracts vulnerabilities. **ReGuard** parses a smart contract code to an intermediate representation and then performs a source-to-source transformation from the intermediate representation to C++. As output, the tool returns a bug report with all the possible patterns of reentrancy. **Osiris** combines symbolic execution and taint checking to find integer bugs in Ethereum smart contracts accurately. **ContractFuzzer** generates fuzzing inputs based on the ABI specifications of smart contracts, defines test oracles to detect security vulnerabilities, instruments the EVM to log smart contracts runtime behaviors, and analyzes these logs to report security vulnerabilities. Other existing tools help to detect Ethereum contracts vulnerabilities, but most of them are built to check a specific exposure or only a subset of them. Therefore, this research aims to carry out a machine learning-based tool to detect and find any known vulnerabilities. If a vulnerable pattern is spotted, the model should correct the code such that the code is not exposed anymore.

For what concerns the protection and correction of vulnerable smart contracts, only a few tools exist. **ÆGIS** avoids exploitation of already deployed smart contracts reverting transactions in real-time based on pattern matching; these patterns encode the detection of malicious transactions that trigger exploits or scams, but it doesn’t detect smart contracts vulnerabilities. **SmartShield** is a bytecode rectification system that helps developers to carry out secure Solidity contracts, in particular, by checking three typical insecure patterns, and it also helps to write gas-optimized contracts. Although this last tool outclasses the existing ones, the focus is on a subset of vulnerabilities, so the problem persists.

Apart from this last point, we should consider that most contracts analyzed by these tools are dated back to 2019 or earlier, so, despite the Solidity programming language increased the security of smart contracts thanks to new pragmas. Nevertheless, several contract types are programmed using old pragmas versions of Solidity, especially Token, ICO, and Crowd-Funding programs; using these old versions of the pragma could easily lead to vulnerable patterns inside the Solidity contract. Accordingly, a scraping of 2020 and 2021 contracts is necessary, both for statistics and test purposes.

### 3 EXPECTED RESEARCH METHODOLOGY

We aim to collect a dataset of smart contracts that are large enough to contain many vulnerable programs. Many existing datasets could be helpful; the one that could be the most useful is **Smart Bugs**, a dataset of over 47,000 vulnerable contracts, and could
be the primary source of our dataset. Another interesting dataset is *Smart Corpus* [12], a dataset that contains about 10,000 contracts. The contracts included in this dataset were programmed using *pragma* versions between 0.4.x and 0.6.x that are known to be the versions allowing programmers to write vulnerable code effortlessly. By combining these two datasets, we have a significant number of contracts. Still, we must consider the possibility of duplicated programs between the two datasets, so we must drop any possible refuse before proceeding with the analysis. Another relevant problem consists of the date on which these contracts date back. Indeed, most of these contracts date back between 2017 and 2019, so the programs could be helpful to train the model in recognizing vulnerable patterns, but it doesn’t give any information about the principal vulnerabilities to which current smart contracts are subject. Therefore, we need to add more contracts to our dataset, but they must be contracts from June 2021 to June 2020 to have updated statistics about how many vulnerable contracts we can find nowadays, what type of contract they are, and what is or what are the possible vulnerabilities to which the contract are exposed.

4 SMART CONTRACTS CLASSIFICATION

Once the smart contracts dataset is collected, the next step is to classify any program populating the dataset itself. The classification adds value to the work in two ways: the first one concerns statistics about smart contracts, especially for those written in the last year. The second aspect focuses on the creation of subsets of the dataset based on the classification. For example, any smart contract classified as 'Token' will be part of a 'Token Smart Contracts’ dataset. Datasets of specific contracts are significantly essential to study different possibilities of building the same type of program, how the programming methodology of a particular contract kind changed over the years, and the types of contracts most present in the blockchain. An important aspect to focus on is the selection of features for the smart contracts dataset. The intention is to join numerical, continuous, and text attributes. The numerical features will include smart contract metrics [15] of interest for the classification, such as the number of events, the number of contracts defined inside a single program, the number of payable functions, etc. Continuous features include the contract’s balance, the total number of transactions, and the highest and the lowest balance. In contrast, text features include:

- Source code.
- Application Binary Interface (ABI).
- Opcode.
- Information retrieved from transactions.

We can achieve the categorization of the dataset’s samples by following two different paths. The first one involves using clustering techniques to group the contracts into clusters, such that we can categorize the different typologies of smart contracts. The second one consists of checking a sufficient sample of contracts manually, then label the selection, and finally, train a model to classify the remaining dataset’s population.
5 VULNERABILITIES DETECTION AND CORRECTION

Once the contracts are classified, the next step is to look for vulnerable smart contracts, which is the core of the research. There are already existing tools that allow to label and analyze vulnerable Solidity programs. Still, they analyze only a subset of vulnerabilities, and primarily the only current tool for automatic correction fixes three security-related bugs that are state changes after external calls. It also analyzes missing checks for out-of-bound arithmetic operations and missing checks for failing external calls. These kinds of bugs can lead to reentrancy attacks, denial of services, and arithmetic overflows and underflows. Still, there are other vulnerabilities to detect and correct, so the ambition is to build a model to catch any known vulnerabilities and re-write the code to delete the exposure and prevent eventual attacks. The techniques for finding vulnerable patterns are various and include semantic extraction of patterns from abstract syntax trees, dependencies graphs, pattern recognition, and transactions monitoring. By combining these techniques, we should find vulnerable code successfully, but we must study how to optimize the detection and automatic correction process.

Two challenges arise from automatic code re-writing. The first one is the most obvious: the code re-writing aims to reformat the code to remove the vulnerable pattern, but the program must maintain its execution flow after the process. In other terms, the program must perform each of the original functionalities after the vulnerability removal. The second one is slightly subtle, and it concerns gas consumption. Re-writing the code could lead to a new pattern that requires a higher consumption of gas and, therefore, a higher Ether consumption. A user would like that is new not-vulnerable code doesn’t need to consume too much respect to the previous version of the contract, but in some cases, it is not possible to maintain the same gas consumption. Consequently, it is critical to follow general guidelines for code writing so that the gas consumption (and Ether consumption) is optimized.
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Abstract. With the widespread usage of internet, information overload has become a critical issue for internet users. In this scenario, recommender systems, which are tools that provide relevant suggestions about items that individual users could like to use, have been introduced. In some cases, the searched items are meant to be consumed by a group of users, e.g., a holiday package or a movie to watch. Hence, also group recommender systems (GRS), which are aimed at identifying items that can suit all the group members, have been developed. Some GRSs address this problem by constructing a group profile, i.e., a model that summarizes the preferences of the group by combining the preferences of the group members. By using this group, profile recommendations for the group are identified. But, a group decision, which should be supported by the GRS, is often made after a discussion, where the group members’ preferences may evolve in a dynamic way. To model such a dynamic decision-making process, new GRSs have been introduced. In my Ph.D. research, I am trying to improve the state-of-the-art approaches for modeling group decision-making dynamics by considering the social and personal aspects of the group members. This model can be utilized to anticipate the group choice, which can then be used to support the group members in improving their decision-making process. This support can be offered by providing more information about the item that is predicted to be the group’s choice, providing new items similar to the group choice, etc.
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1 Introduction

Information overload has made recommender systems a necessary tool for daily life. Recommender systems are software or techniques that provide some suggestions about items that users like to use [11]. In addition to individual life, we are also a member of several groups and constantly engage in the different groups’ decision-making process, a decision like where to go for a weekend in a family group, or where to eat with friends. Generally, a group of people starts a discussion about the potential options for an issue. In this discussion, the members support some items and try to persuade other members to accept their point
of view. These kinds of group activities embark on new needs which cannot be satisfied using individual recommender systems.

In individual recommender systems, the system’s main goal is personalizing the recommendations for a specific user, that is, recommending items to a user concerning her personal preferences. Whereas in a GRS, the main objective is recommending items to a collection of users who have made a group for a specific purpose. Unlike individual recommender systems that deal with only one user, GRSs need to be able to aggregate the individual users’ preferences and provide items to increase the group’s satisfaction in their decision-making process compared to the situation that the group members do not use the system’s support. By aggregation, the system tries to combine individual preferences using a mathematical function. In GRSs, the system deals with a group of people instead of an individual.

A group of people engages in a discussion when they make a decision. Research has shown that the outcome of this discussion can be completely different from the predicted outcome considering the users’ initial preferences [4]. The satisfaction of a group member also relies on the satisfaction of other group members. Although this change, known as emotional contagion, depends on personal characteristics and interpersonal relationships, its influence on group decision-making has been shown by some of the studies [8]. Additionally, people tend to align their opinion with other group members’ perspectives even in straightforward tasks [8]. Hence, predicting group scores (scores that computed by a method to reflect how the group think about the item), recommending proper items to the group, and supporting group discussion and decision-making process are the objectives of GRSs.

The methods which consider recommending or score estimation problem for a group can be divided into three main classes [7]. The first class includes traditional methods that try to construct a group profile using linear methods, such as averaging group member preferences. This group profile can be considered as the preferences of the group’s representative user. The second class of methods is heuristic methods that use some heuristics to aggregate preferences and recommend items [6, 2]. For example, Gorla et al. [6] developed a graph-based method that takes both negative and positive aspects of group members into account. In this model, two similarity-based graphs with positive and negative edges are constructed for the users and items. The main heuristics in this method are: (i) potential group choice will be close to the group’s previous choices, and (ii) inappropriate items will be near the group’s previously disliked items. Then, using a random walk, the recommendations for the groups are produced. Finally, new methods try to use machine learning approaches to train a model for estimating the choices of groups based on historical data [10]. Using different aspects of the groups and users, deep models try to find the proper embedding of groups and items. Then, these embedding can be used for choice prediction [1].
2 Research Questions and Future Works

Most of the studies on GRSs, which some of them have been introduced above, have been dedicated to predicting group scores for items in a static environment (single-shot). These scores are further used to determine which item will be liked by most group members, and the statement "liked by the most" shows how different approaches look at this problem. However, group decision-making is a dynamic process in which the group decision is being made during the group discussion [4, 5]. Discussion can happen in a chat-based environment or in face-to-face communications. In this discussion, the group members discuss the pros and cons of the current options and select one. During this discussion, members’ opinions about the options can be changed based on other members’ supports or rejection. To deal with this situation, recommender systems should continuously monitor the group behavior, interactions, and preferences and adjust the system and recommendations based on the changes in the members’ preferences.

In my Ph.D. study, I will try to study this dynamic process and integrate it with the social and personal aspects of users. As discussed above, social relations and discussion topics also play a role in the preferences’ changes during a discussion. For instance, in a hierarchical family, social relations play a more important role than personality. In this case, the social relations determine the group choice and probably preference changes. The topic is another determinative aspect. Group members’ behavior can change based on the topic on which they are discussing. For example, if the group is discussing a sensitive political issue, the members’ behavior can be completely different compared to the situation that they are discussing where should be the next dinner party for the political parties. These dimensions can have an important influence on the group dynamics and preference evolution.

As it is clear, creating users and group profiles concerning social relations and personal characteristics is not trivial. Developing algorithms that can monitor group dynamics (with respect to personal characteristics, social relations, and discussion topics), create users and group profiles, and adapt them with group preference change is the ultimate goal of this research. In other words, I will research how the users’ preferences evolve during a group discussion, how much these evolving preferences are different for different groups, topics, and members’ personalities, and how we can support a variety of groups with varying characteristics in their decision-making process. This support aims at making the decision process easy and pleasant for the members. In the following, I discuss the main problems I will tackle in this Ph.D. research.

Question1. An essential question in GRS is how we can effectively model the group discussion dynamics to recommend proper items and support the group better. Based on personal and social relations, people behave differently in different group discussions. For instance, children behave differently in a family group compared to a friend group. Additionally, people behave differently, even in the same group, when they discuss different topics. For instance, the controversy level in making a political decision between the
parties is much higher than the controversy level when they make a decision about non-sensitive social issues. These contradicting behaviors in the different groups by the same people or the same group on various topics should be taken into account for modeling group dynamics. Nguyen et al. [9] only considered one aspect of the group, which was conflict resolution style; but as we explained above, there is some other information about the group, users, and topic under discussion which are able to provide more information about the group dynamics, as they provide us broader perspective toward the group and its dynamics. If we model a group discussion that takes into account this information, we can predict the group’s preferences in different circumstances and adjust our recommender system with these new preferences. For instance, if during the discussion for selecting a destination for the next trip, a group decided to go to the beach, the system should put aside all of the recommendations related to mountains.

- **Question2.** A GRS is made of two entities: System and Group. The group consists of members. These members can be described based on social relations and personal attitudes. For modeling group discussion dynamics, we can consider each user’s personal attributes, such as openness to new experiences, extrovertism, etc., and social features, like type of relations, structure of the friendship, etc. Hence, another research question is whether we can efficiently combine users’ social and personal aspects to the system. If so, how.

Most of the previous works have considered social and personal attitudes in the static environment [3]. Nguyen et al. [9] were one of the first who studied personal attitudes, specifically conflict resolution style, in a dynamic environment. In our future research, we will focus on textual information provided by group members. This textual information, expressed by the group members during a discussion, can indicate their current stand (short-term preferences) with respect to the discussion and the group’s possible options. Other textual information can also be exploited. For instance, there are some studies on detecting users’ personalities using users’ textual data in the social networks [13]. Furthermore, based on social relations, group members act differently in the groups. For instance, one may be more amenable in a friend group decision-making process; whereas, the same person can be more resolute in a working group. We also try to integrate the members’ social dimension into the dynamic GRS to find more accurate predictions, recommendations, and better support.

- **Question3.** Having defined the important social and personal attributes of users as well as the discussion model, our next question is how to predict the group’s final choice accurately and satisfactorily recommend items to the group for supporting the members. With prediction, the GRS can estimate the final group choice. This final choice can be utilized to support the group by helping them to reach a consensus in a shorter time or even discover new options similar to this predicted final choice, which seems to be interesting to the group. Unlike the aforementioned studies, which try to predict the group scores to items in a single-shot situation, we will try to predict group choice
in a dynamic circumstance by monitoring the users’ behavior and updating the group scores. The corresponding recommendations should help the group to keep their focus on the underlying question, consider new undiscovered areas, and have a more pleasant discussion.

I believe that the future recommender system should play a more active role in the decision-making process. These proactive GRSs should help the group members have a better experience in a discussion and aid them in finding a better solution to their problem, which can maximize the group members’ satisfaction. Therefore, I want to develop a conversational GRS. This conversational GRS must play a proactive role in the group decision-making process. This method should be adapted with evolving group preferences and, in each step, support them to experience a more satisfactory discussion. This conversational method should directly deal with group members and help them end up with a choice that can maximize all group members’ satisfaction.

An application domain in which I can implement and evaluate the discussed idea is the food domain, in which a group of people wants to select a restaurant to go to with respect to their preferred dishes. The problem I am going to address is developing a proactive GRS that adapts the group preferences evolution using the data provided by the users in only one session (implicit or explicit). This session is temporary interaction of the users with the system from the time they enter to until the moment that they leave the system. This is a challenging problem as we do not have historical data about both users and groups.

3 Research Results

I started my research by working on a project known as Predicting Group Choices from Group Profiles. As discussed above, GRSs aim to learn users’ preferences and behavior from historical data to predict group choice. Although a significant number of studies have been dedicated to predicting group scores, a small portion of them has considered predicting group choice as a problem.

SDS theory [12], which investigated the problem of combining group members’ individual preferences for predicting the discussion outcome, is the basis of our study. In his research, Stasser aimed at answering two questions: (i) how are the inclinations of individuals combined to reach a consensus in a group?, and (ii) what are the implication of the findings in a set of conditions to another situation? The method we are working on tries to train a machine learning model to predict the final choice of a group decision-making process. Indeed, the model intends to learn the group composition (distinguishable distributions), that is, how the group members think about the possible options (the first question of Stasser’s work) and use this distribution to predict the final choice of a group (second question of Stasser’s work). Our method automatically learns how to construct a group profile and how from a group profile, the group choice can be predicted, as Stasser also mentioned that this relationship could be learned.

In the future, we intended to improve our model to consider more group choices. In our group choice model, we only concentrated on group choices when
the alternative options are few. We want to examine to what extent our method is good in dealing with more options for the groups. We are also trying to use other group features, such as group size, discussion time, etc., to see whether they are informative enough to the model.
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Abstract. In the 5G and beyond mobile networks, Mobile Edge Computing (MEC) brings cloud-computing capabilities to the edge of the mobile networks, especially in close proximity to mobile users, making it possible to simultaneously address the stringent latency requirements of critical services and ensure efficient network operation and service delivery.

However, MEC services, on one hand, require significant investments from both network operators and service providers in terms of deploying, operating and managing edge clouds, and on the other hand, provide limited computational and storage resources by design. Besides, due to the large amount of tasks from users with high demands during peak hours, the latency requirements of different services can hardly be guaranteed. This issue can be tackled by massively deployed edge clouds that are attached to the base stations and connected to each other in a specific topology, as ultra-dense 5G-and-Beyond networks are built.

The goal of this research is to leverage cooperation among interconnected multiple MEC units and investigate joint resource optimization considering multiple aspects of network operations, with the target of enhancing the utilization efficiency of resources to further satisfy improved QoS and reduce network operation cost. Specifically, aggregated mobile traffic and user requests are considered based on their types (e.g., video, web, game, etc.) associated with different QoS requirements. This research jointly optimizes i) where to process the traffic and requests, ii) how to route network flows and iii) how to allocate and schedule the required resources w.r.t. communication, computation and storage. These problems are formulated into multiple mathematical models and both centralized and decentralized approaches are proposed to tackle them efficiently. The performance is evaluated in real-size network scenarios including both random geometric graphs and a realistic mobile network topology, showing the impact of the considered parameters (e.g., tolerable latency, network topology and bandwidth, computation, storage, etc.) on both the optimal and approximate solutions.
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1 Introduction

In a network with the interconnected multiple MEC nodes, the efficient delivery of next generation services requires joint optimization of where to execute each
service request, how to route network flows and how to allocate and schedule
the required resources w.r.t. communication, computation, storage, in order to
meet the improved QoS.

The goal of this research is to study resource management for MEC net-
works with arbitrary topology. More specifically, several problems are addressed,
mainly related to slicing[1], planning[2] and scheduling[3, 4] of edge resources for
mobile traffic.

The first scenario is an edge network organized by multiple edge clouds, each
of which is connected to the Radio Access Network at a certain location. All
such edge clouds are connected through various topologies, typically organized
in some kind of hierarchy. In this way, each edge cloud can serve end user traffic
by relying not only on its own resources, but also offloading some traffic to its
neighbors when needed. In this edge network, mobile user traffic coming from one
access network is considered, which is aggregated according to the different types
(e.g., voice, video, web, game, etc.) associated with different QoS requirements on
user experienced latency. Each class of traffic can be segmented and processed
on all edge clouds, and each edge cloud can slice its computation capacity to
serve different classes of traffic. Specifically, for each class of incoming traffic,
the corresponding mobile access network decides how to slice wireless network
capacities while the co-located edge cloud decides i) whether to serve the traffic or
to offload it to some other edge cloud nodes and ii) how to allocate computation
capacities for the pieces of traffic. This decision depends on the QoS requirements
associated with the specific class of traffic and on the current status of the edge
cloud. The main objective in this context is to ensure that the infrastructure is
able to serve all the possible types of traffic within the boundaries of their QoS
requirements and of the available resources. A joint slicing of mobile network and
edge computation resources is proposed. Therefore, the proposed optimization
approach aims at minimizing the total traffic latency of transmitting, outsourcing
and processing user traffic, under constraints of user tolerable latency for each
class of traffic.

The first problem focuses exclusively on minimizing the latency of traffic in a
hierarchical edge network, with the network and computation capabilities fixed.
Further, the proposed second problem takes into account the overall budget that
the operator uses in order to plan and allocate the computation capabilities in
its edge network which also has an arbitrary topology. Multiple classes of mo-
bile user traffic from multiple access networks (or multiple ingress networks) are
considered. The main objective is to further operate cost-efficient edge networks
through jointly planning the availability of computational resources at the edge,
the slicing of the mobile network and edge computation resources, and the rout-
ing of heterogeneous traffic types to the various slices. Therefore, the proposed
optimization approach in the second problem aims at minimizing the network
operation costs and the total traffic latency of transmitting, outsourcing and
processing user traffic, under constraints of user tolerable latency for each class
of traffic.
Finally, the study focuses on serving different classes of user requests in MEC networks with arbitrary topology. Each type of request is regarded as an aggregated communication-computation demand, e.g., web, video, game and etc., which has to be accommodated in the network and requires some amount of bandwidth, storage and computation resources. The calendar (i.e., the starting time and duration) of the requests for the upcoming period is assumed to be known, which can be achieved under the condition that customers have announced their requirements in advance, or by using some history-based prediction tools. The main objective is to exploit the intrinsic flexibility of services demanded by different users, the starting time of which can be shifted without penalizing the utility perceived by the users while, at the same time, permitting a better resource utilization in the network. Therefore, The aim is to study an optimization framework that jointly considers several key aspects of the resource allocation problem in this context, specifically, through optimizing: i) admission decision (which requests are admitted and served by the network), ii) scheduling of admitted requests, also called calendaring, iii) routing of these flows, iv) the decision of which nodes will serve such requests as well as v) the amount of processing and storage capacity reserved on the nodes chosen, with the objective of maximizing the operator’s profit.

The above proposed optimization models are first formulated as mixed-integer nonlinear programming (MINLP) problems, which are \( NP \)-hard. To tackle them efficiently, Equivalent reformulations from MINLP to mixed-integer quadratically constraint programming (MIQCP) are performed, and based on that, further effective heuristics are proposed to facilitate the solutions of the problems, including the Sequential Fixing based approaches and a distributed algorithm based on Alternating Direction Method of Multipliers (ADMM) for the edge calendaring model. The performance of the proposed models and heuristics are evaluated in real-size network scenarios including both random geometric graphs and a realistic mobile network topology, showing the impact of all the considered parameters (i.e., different types of user traffic or requests, tolerable latency, network topology and bandwidth, computation, storage and link capacities) on both the optimal and approximate solutions. Results obtained demonstrate that near-optimal resource allocation solutions can be achieved by the proposed heuristics in short computing time.

2 Future Directions

Future directions of this research include investigating the following aspects: i) studying context-aware resource allocation problems in the MEC networks, exploiting the context information, e.g., the user traffic patterns for each service, user density for the location of each MEC unit, etc., analyzed by using the historical data. In this way, MEC network resources can be allocated and scheduled in advance so as to improve quality of services while reducing system costs; ii) taking into account the dependence among network service functions and focusing on the optimization of service function chain (SFC, a set of service functions
that must be executed in a specific order) deployment in the context of MEC networks.
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Abstract. This paper identifies the current research directions in the field of Decentralised Cloud Computing.
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1 Motivation

The Internet promised a global system where everyone makes its content available to others. Whereas this is true, having billions of people sharing their content and thoughts through social media platforms, this content is stored in a centralised manner. This has lead to numerous privacy breaches, in the sense that the stakeholders are collecting vast amounts of personal information which can be used for financial gains, but can sometimes be used maliciously. Regulations have been put in place to put the power in the hands of the data source (the content creators or consumers), requiring the platforms to inform the users about data collection policies and delete the data upon their request. Furthermore, the centralisation of Cloud resources may lead to network congestion because of the multitude of users accessing the same highway to these centres. In parallel, some file-sharing applications and volunteer computing services made use of peer-to-peer networks of computers to provide the storage and computational backbone. Recently, the Internet of Things and Edge Computing fields emerged, requiring that data is pre-processed at the edge of the network (near the data source), processed on Fog nodes, and later sent to the Cloud for archiving and in-depth analytics, forming a Cloud Continuum. The emergence of Blockchains has further pushed the research effort invested in peer-to-peer systems with a focus on decentralisation, security, and transparency. This research statement outlines several directions worthy of investigation in the framework of the Cloud Continuum, focusing on Blockchain technology as a notary for access control to Cloud, Fog and Edge resources, while providing security guarantees and accountability for both the Cloud Consumer and the Cloud Resource Provider.

2 Background

I am a Teaching Assistant and Post-Doctoral Researcher at West University of Timișoara and I have interest in distributed and parallel computing, having a
combination of theoretical analysis, modelling and technical skills. My current fields of interests are represented by Edge, Fog and Cloud computing as well as Blockchain technology, with the goal to combine the security and transparency advantages of the Blockchain with the versatility and ubiquity of the Cloud Continuum. Nevertheless, I am eager to provide support for processing data or accelerating algorithms using technologies like OpenMP, MPI, or CUDA in order to advance the research of the colleagues from my lab or researchers from other departments in our university.

2.1 Thesis

My PhD thesis investigated a decentralised Cloud platform, instantiated as a peer-to-peer network that offers computational resources like Virtual Machine Instances, Containers, and accelerators like Graphic Processing Units (GPU), Many Integrated Core (MIC) cards or Data Flow Engines (DFE). The resources can be provisioned through Smart Contracts deployed on a public Blockchain. The main contributions of the thesis are:

1. The design and implementation of the Gateway Service, a collection of components allowing for the definition, composition, optimisation, and deployment of Cloud Services which use HPC infrastructure like GPUs, MICs or DFEs. Together, the components enhance the flexibility of the Cloud Service Provider through the concept of Abstract Applications. Abstract Applications can be instantiated on different infrastructure, depending on the constraints of the user and the availability of the Cloud resources. A preliminary version of this work has been published [1], while the thesis presents the final version.

2. An architecture employing self-organisation of collaborative components which manage computational resources [2]. The Self-Organising Self-Management (SOSM) framework consists of a bottom layer representing the physical resources, and several layers of software components which manage the workload on the resources under control. The software components employ self-organisation policies (exchange resources, split or merge) and self-management policies (task scheduling [5, 9], resource turn-off for electricity savings) in order to align themselves with a goal update received from a top layer component.

3. The design of protocols and mechanisms for the management of a decentralised Cloud platform composed of personal computers with a focus on the fault tolerance of the running Services and the Components that contribute to the management of the system. At first, several scheduling methods have been proposed and investigated to understand their behaviour on a real world use case [8]. A Component Administration Network is later introduced to monitor the state of the system components and storing checkpoints related to their state [10]. One such component is the Orchestrator, which ensures the fault tolerance of the Services. Moreover, the components are writing important events in the Application Instance Smart Contract, which are used
for evaluating a fair payment related the the amount of work done by each part of the system: resource, administration network, orchestrator.

The delivery model of Cloud Services has shifted focus from the provisioning of Virtual Machines to the management of on-demand Containers. The Orchestrator developed in the context of my PhD thesis is the first to allow the orchestration of hybrid applications, composed of mixed Virtual Machine and Container packed software. Furthermore, Fog and Edge use-cases require the design of Applications with a high level of heterogeneity, which is allowed by the specifications and tools described in [1].

The analysis provided in [8] has impact beyond a specific Blockchain system because it tackles a problem fundamental to information management. Ethereum 2.0 is adding a Proof of Stake consensus layer in order to increase the block production rate. Yet, gas limits (or other mechanisms for other Blockchains) will still be required to prevent denial of service attacks. The protocols described in [10] are designed to optimise the amount of work executed in the Smart Contract, increasing the throughput of the system with respect to the number of transactions (decisions) that can be mined in a block.

### 2.2 Other work

Machine learning techniques require a lot of time to train for predicting the consumption of individual customers due to the increasing number of customers connected to the smart grid. To reduce the number of individual predictions, one solution is to cluster customers with similar patterns, train the model for one time-series, and use this model to predict the behaviour of all customers in the same cluster [7]. The accuracy of our method is compared against standard ARIMA and the best found seasonal ARIMA model. Results on real-life data show an average deterioration of 30% in terms of Mean Average Percentage Error of the best found individual model.

Another study investigated the use of genetic algorithms for discovering parametric configurations that will improve the accuracy of predictions for the Weather Research and Forecast (WRF) numerical weather prediction system. The average prediction error was reduced in a small amount of iterations [3].

During my work on the ASPIDE Horizon 2020 Project, I contributed to the definition of the programming constructs of the DCEx programming model [6] designed for the implementation of data-centric large-scale parallel applications on Exascale computing platforms.

I also had a support role in a study related to assessing the freshwater quality remotely using land cover data [4], implementing an automation tool for the aggregation of information stored in several files within sub-directories. The tool proved of great use for the researchers from the Geography and Biology Department, reducing the time to publication and human errors.
3 Research Objectives

3.1 Formal validation of decentralised Clouds

Proof of Work Blockchains are a Byzantine Fault Tolerant mechanism which ensures a cryptographically secure and transparent ordering of valid transactions, while discouraging Sybil attacks (multiple identities attack). Assets that are stored on the Blockchain benefit from its advantages, yet not all assets can be linked with the real world object they describe. If this link is weakly enforced, the system is vulnerable to different types of attacks. In our context, the assets are the computational resources and the components involved in managing the Cloud System. The fault tolerance enforced over the platform proposed in my PhD thesis discourages a byzantine adversary from attempting some types of attacks, for example having multiple identities of the same computational unit. Nevertheless, these aspects require formalisation in the domain of Distributed Systems Security.

3.2 Data locality and privacy

Peer-to-peer systems are advantageous compared to central servers from a data transfer point of view, yet several optimisations can be made with regard to data movement. This aspect is worthy of investigation in the context of the Cloud Continuum, incorporating aspects of data locality to improve the efficiency of the system. This will imply the collection of information describing the topology of the network and the employment of policies to ensure replication and fast access. Moreover, data should be encrypted in order to allow for any rules related to the privacy and access control.

3.3 Standards and Specifications

A survey is needed to investigate the architecture and philosophy differences between the different efforts in the direction of decentralised management of computational resources. Some important aspects to be investigated are:

- is there an ontology describing the entities that are part of such systems?
- are there standards or specifications put in place to allow communication between components developed by different parties? are there contradictions? is there a complete standard?
- which are the mechanisms to assess the quality of service in a decentralised, trustless environment?
- are there any open-source libraries that can be linked to ease the development of such a system?
- is simulation software available to investigate different organisation, management and security policies?
To summarise, my current objectives are related to the different components involved in a decentralised platform that manages the access of data and computational resources. The purpose is to interconnect personal computers with business infrastructure in order to facilitate the processing of data and availability of services at three different layers: Edge, Fog and Cloud.
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Abstract. The weighted CSP (WCSP) framework is a soft constraint optimization framework with a wide range of applications. This range is achieved by having scientists from different fields use the toulbar2 solver for their respective problems. Often these problems are looked into the respective fields, however no information is collected or shared from these solutions to improve optimization of other problems. The goal of this PhD research is to utilize the information of the wide range of problems in optimization and integrate Machine Learning to better optimize the algorithms. For that, a combination of statistical analysis on the different problems and Machine Learning modeling will be used. The statistical analysis will entail discovering different patterns that can be found in the problems, which point to utilizing this information to future unknown problems. Based off of that, the models will be built with the aim of discovering those patterns which will speed up the optimization of future unseen problems.
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1 Introduction

Constraints Programming is a form of problem solving in which the problem is modeled as a set of decision variables, each having a set of possible values, and a set of constraints restricting the allowed combinations of values to variables. Constraints Programming (CP) is a promising field for the future of Artificial Intelligence (AI), as a lot of what it tackles influences the real world. Not only that, but CP is key to reaching the goal of logical reasoning in AI, as well as improving optimization which is of huge importance for advancing Computer Science, I am specifically addressing a weighted version of these problems called weighted constraint satisfaction problems (WCSPs). This framework has real world applications in areas such as: Bioinformatics, Computer vision, Satellite observations, Probabilistic models, Airplane landing, Warehouse location problems and many others.

One of the main focus of CP so far has been to develop better and more efficient algorithms. In the context of WCSPs the goal is to reach the optimum in the quickest way possible. This includes algorithms that preprocess the instances
so that the difficulty of the constraints can be minimized, that prune the search space and that search the space efficiently. While there has been a great deal of advances in all 3 areas, making the solvers very efficient, the problems are addressed as separate entities, meaning each problem is tested with different algorithms for pruning and search exploiting to obtain the best result. Researchers that work in the field of WCSPs have developed an intuition for knowing which problem will be better tackled with which algorithms. This is not the case for scientists that come from other fields and use WCSP solvers.

Despite the solution of one particular instance being important in the context of that instance, the information that is used for solving it is not stored or used to aid other similar instances. Instances of one problem can also often end up having similarities with each other. Even different problems may end up also having similarities. However, when solving them, people are unaware of such similarities existing in another area of problems, which then results in simply testing many solving strategies to obtain the best optimization for that problem. One approach to this issue is to use the power of Machine Learning to make more informed decisions when solving the problems. My main research goal is to create tools and algorithms for efficient solving Weighted Constraint Satisfaction Problems by extracting information from existing problems and using Machine Learning to make informed decisions when solving other problems.

2 State of the art

We can get more knowledge about the optimization problem we are working on by looking at its graph. Often problems that have acyclic graphs can be solved in linear time. The same doesn’t apply to cyclic ones. To be able to know this information we can look into the tree decomposition of a problem. Using this algorithm we turn a graph into a tree [4]. This decomposition is very often used for solving problems, such as guiding a dynamic programming algorithm which solves the problem bottom-up.

To be able to benefit from the usage of the dynamic programming algorithm, the graph needs to have small tree width [8, 3]. Width is the measure of the size of the largest cyclic part, where the time and space complexity are exponential. Solving using tree decomposition is encountered in a different type of problems such as Bayesian Networks, Markov networks [7], Weighted CSPs [5, 9], and others.

In the case that the width is not small the solving relies on using search methods such as Depth-first search or Best-first search. These algorithms are more feasible in comparison to heuristic search algorithms as they can get exponential in problem size. Luckily the algorithms have been better optimizing, by solving large instances in a good time frame through pruning [6].

Another approach to tree decomposition regardless of the width is through adapting heuristic search to the problem decomposition. This is done by using AND/OR search [12]. By using this search the memoization is moved from tabular to an implementation of dynamic programming. The challenge here posed
is to use all the pruning techniques which are developed for heuristic search [14, 11, 2].

For the algorithms to be solved there is no attention paid to the choice of the root, but the algorithms do pick one. In the case of dynamic programming this is not of importance since the worst case complexity is a tight bound of average complexity. In the case of other algorithms it has been reported that the root can have an effect on the performance [10]. One such algorithm which has been focusing on using backtracking tree decomposition is the BTD algorithm inside toulbar2 [14], and the Russian doll search exploiting a tree decomposition [13].

So far there has been little focus in the CP community for researching the impact that the choice of root has to the overall optimization. One of the situation where the selection of root has been prioritized is the paper of Abseher et al. [1]. In their paper they create a Machine Learning algorithm which focuses on automating the selection of the root based on features of the decomposition. Their focus is on the dynamic programming approach to solving tree decomposition. The results are achieved by using 5 different problems which result in an overall 27.33% average improvement in comparison to not using their algorithm.

Besides looking into the decomposition itself and the information it can provide for the solution of the problem, another area in which research has been expanding is using into the search space. One such study is Learning Branching Heuristics for Propositional Model Counting [15]. Here the authors used evolution strategies to learn branching heuristics for SAT solvers. With their solution they are able to reduce the step count and generalize to larger instances from the same family.

3 Current work

From the start of my PhD in December 2020, until now I have focused on firstly familiarizing myself with the current research in CP and WCSP solving. During my literature overview I learned about the evolution of the search algorithms, the impact that they have made and different ways of preprocessing the problems. More precisely, I have become familiar with toulbar2\textsuperscript{1} which is arguably the best general purpose WCSP solver. I have learned the many options that the solver provides and the huge impact that choosing ones or anothers may have in performance. I have seen that a given instance can be trivially solved with some solving options and run forever with some others and, most importantly, there are no precise guidelines telling the user which options work best.

One key aspect of WCSPs and other Graphical Model frameworks is the exploitation of problem structure and the best way to see such structure is through the notion of tree decomposition. Most algorithms that take advantage of tree decomposition must start by selecting a tree root.

The focus of my current work is on researching on how to make a more informed decision by having information about the Tree Decomposition of a wcsp

\textsuperscript{1} https://miat.inrae.fr/toulbar2/
instance. Through solving all the instances with the default settings, and looking into their Tree Decomposition, it is visible that there are nodes that, if chosen as root, allow for a more efficient traversal of the search space. This hypothesis was confirmed through analyzing the Central Processing Unit (cpu) time when solving the instance with different nodes as the root. To be able to identify the pattern of which node might be the best root, different measures were created and used. These measured included: Cluster Size (Number of variables that the node contains), Domain Aware Cluster Size (Taking the domain sizes into account), Cluster Decomposition Size (Largest sub-problem after assignment), and Cluster Height (Longest path from the root). By correlating the cpu time and the measures, no direct relationship was revealed. This experiment was conducted on 30 hand picked instances.

Based on the results, amount of instances, and the fact that the hypothesis was confirmed, the experiment is being repeated currently. All of the available data is being used, selected and preprocessed to ensure correct results. The aim is to later use Machine Learning algorithms for recognizing the pattern, as simple measures based on syntactical features of the Tree Decomposition do not seem to predict well a good root.

4 Objectives and Methodology

Based on the state of art and the achievements in the field so far, the idea of this PhD is to take information from the problems themselves before attempting to solve them and make a more informed decision on which algorithms work best. Similarly information from other problems would be added to find similarities which may give additional insight into which model would perform the best. To be able to find the similarities between instances of the same problem or instances from others, we will harness the power of Machine Learning. This is done by first examining the data statistically in order to find areas where the problems may show similarities, preprocess the data and then use an algorithm which will identify those patterns well.

The aim of this PhD thesis is to enhance the optimization abilities of the existing algorithms using Machine Learning. Specific objectives are:

- To better understand the different types of problems that are commonly solved, and how information from them can be used to solve other problems alike.
- To understand the information that the search space provides and how it can be used to make informed decisions when searching.
- Create a Machine Learning algorithm that uses the information to optimize the search.

This PhD uses problems from different fields that the researchers a the IN-RAE MIAT in Toulouse and UPC, IIIA-CSIC in Barcelona have collected for the purpose of studying CP. The solver toulbar2 will be used for solving the problems, preprocessing the problems and extracting information regarding the
search space of them. For the purpose of analyzing the data and modeling the Machine Learning models languages such as python, R and C++ will be used. To be able to parallelize a cluster or different machines will be used for solving the problems, using toulbar2 for other problem related information acquisition or training and testing the Machine Learning models.

5 Future work

At the current stage of the analysis of solving the problems using a different root based on the tree decomposition, my main focus is first to understand the data better. Run the experiments with different roots and obtain statistical information and measures that could show why certain roots are a better option. Once this is ready a correlation will be used to see if there is any indication of which measure might be useful to predict a good root. Since in the previous experiment the measures already were not providing good information on what may be a good root, the next step would be to use Machine Learning to better identify the potential pattern. For this I would like to use the class of deep learning methods known as Graph Neural Networks. This type of method would be suitable for the structure that the problems get once we obtain their Tree Decomposition. To be able to build the Neural network I will first collect features from the data that will help the network make a better distinction from what is a good root and what is not. Afterwards the model will be built and trained with a good sample of the data that represents different types of problems that can be encountered. Last the model will be tested on unseen data, so the generalization of it can be evaluated. In the case of the Graph Neural Networks not performing well in the task of identifying the best root, alternative Machine Learning models such as building a more standard classification type of Neural Network that hierarchically classifies the cpu times, or creating a non-neural network method where the cpu times are encoded into classes and then the best root is selected.

One of the most challenging problems in CSP is to optimize the search space. So far there have been numerous improvements done using techniques for traversing the search space. While that has certainly made the optimization quicker, it has also made the algorithms more complex by adding more layers to them. I want to approach this problem from the perspective of Machine Learning, so that the space can be traversed by using the information that we gather from it as we go through it. This entails understanding the different types of search spaces that can appear commonly and how information can be propagated through them. The challenge will then be to incorporate Reinforcement Learning into it, as the agent will take the information that is being shared and make more efficient decisions along the way. To be able to build the Reinforcement Model myself, I will study the different types of models that could be applied here. Next I will also work on representing the space in the best way possible, so that the rewards can be maximized. Finally, a strategy for the agent will be built. The challenges of combining CSP and Reinforcement Learning are numerous, especially making sure that with Reinforcement Learning the search becomes even more optimal,
but the possibilities for reaching better optimization though informed decisions makes it an exciting area of research.

References

Guaranteeing Privacy and Fairness in Personalized Systems

Giacomo Medda
University of Cagliari, Cagliari 09124, Italy
giacomo.medda@unica.it

Abstract. The main problem to tackle in my research plan is the unfairness of the outcomes of recommender and biometric systems. Nowadays, social problems such as fairness among demographic groups, fight for human rights and discrimination are relevant topics for every person, and these problems are related to the biases present in various contexts, ranging from healthcare to jurisdiction systems. Artificial intelligence (AI) solutions are trained with data collected from real world scenarios and the biases inside the data can directly or indirectly affect the outcomes of AI systems. It is important to focus on the unfairness of the results of such systems to find the causes of these problems and on techniques that could help to mitigate this lack of fairness. AI is used in many scenarios of our everyday life, hence, the decisions taken with the support of these solutions can lead to consequences that mark these biases, resulting in group of individuals being systematically discriminated. Solutions to overcome these problems are necessary to make AI systems reliable for everyone and be sure that people are treated equally. This document aims to face the unfairness problem without using demographic information in order to strengthen the privacy of the systems: an equal quality, accuracy, classification of AI solutions would ensure fairness among the users without knowledge of the sensitive information, and here the advantages of such an approach are presented and examined.
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1 Background and Current work

Artificial intelligence and machine learning (ML) approaches have been widely used in the literature to solve a vast diversity of problems, amongst which are automatic speaker recognition (ASR) systems and recommender systems (RecSys). The former aims to confirm or refute the user’s identity based on an enrolled speech model [5], the latter is a subclass of information filtering that seeks to suggest relevant items to users, e.g. movies, books, jobs. Current solutions to achieve these goals are often optimized to provide the highest accuracy in recognising a user or recommending items, while other concerns do not receive the same consideration. Recent literature uncovered algorithmic discrimination in sensitive contexts, raising attention to other beyond-accuracy objectives, amongst which
is fairness, which has started to be more relevant in different domains of ML, such as recommender systems [22, 9, 18, 4, 21, 7, 2, 14, 8], speaker recognition [12, 10], facial recognition [13, 19, 20] and others [15, 6, 23, 16, 24, 17, 1, 3].

The first problem the literature deals with is the correct definition of fairness. In [15, 23], the principal notions of fairness used in ML literature are defined and explained, but each one of them marks a particular type of unfairness and none of them can individually represent the right definition of fairness. In the context of ranking algorithms, [21] states that “There is no single definition of what constitutes a fair ranking, but that fairness depends on context and application”: in learning to rank there are different aspects than need to be satisfied and offering equal ranking quality to all users could not guarantee a fair ranking. Current work makes use of these fairness notions or define new ones [7, 21, 13], but, in general, the ones listed in [15] are the most widely used.

The second problem is the mitigation of unfairness in ML. The different techniques proposed in the literature can be divided in 3 groups: pre-processing, in-processing and post-processing. Pre-processing techniques include strategies that balance the training data on the basis of demographic information [9, 12, 10], strategies that sample the users according to a particular constraint [1], strategies that create indexes to assign a minority/majority value to users and items in RecSys and use these indexes to guide the learning process [4]. In-processing techniques are based on added constraints during the training phase, in particular, modifications of the loss function [2, 4, 8, 14, 24] by considering other variables, such as expected exposure [8], computation on indexes [4], pairwise comparisons [2]. Post-processing techniques include the application of randomization algorithms [8], ad hoc algorithms to reduce the bias disparity [22, 17], fair reranking approaches [18].

2 Goals and Results

Even though the literature shows interesting results with respect to the mitigation of unfairness in ML systems, the most part of these studies is based on techniques that depend on demographic information. This raises problems of privacy and generalization when approaches of group fairness are taken into consideration: the former problem is relevant for every entity that interacts with the AI system, since personal information should be provided to properly apply the mitigation technique; the latter draws the attention on subgroups, for which an equal treatment is not guaranteed as well as the demographic groups considered by the mitigation algorithm. On the other hand, individual fairness solutions are based on the idea that similar users should be treated equally, but it is not straightforward to define a correct similarity notion.

My goal is based on the idea that unfairness could be solved by guaranteeing the same accuracy, quality for each user: this definition does not need notions of similarity and does not need any demographic information. Aiming at giving outcomes of same quality for all the individuals would guide the learning process to not advantage specific users and not depend on sensitive information. Never-
theless, demographic data could be relevant in some situations, e.g. in RecSys when the “items” to recommend are people, such as candidates recommended to a recruiter, where the diversity of gender, age or other demographic attributes is important to guarantee fair outcomes; hence, even if the users were treated equally, some indirect discrimination could be present because of the order of the candidates.

My research into RecSys laid the foundations to support this goal idea by analysing some important aspects regarding the causes behind the unfairness of the models. In particular, the data and training features have been studied to evaluate their influence on the outcomes, but also the learning process has been examined to find rules to understand how RecSys outcomes evolve over the training epochs. On the other hand, I have already accomplished some results in the other field of my research focus: speaker recognition systems. The study of such systems is reinforced by a framework that includes state-of-the-art ASR systems, automatic data pipelines and functionalities to work on beyond-accuracy objectives. This framework has been used to produce two publications:

1. *Improving Fairness in Speaker Recognition* [12]: in this work, I and my colleagues applied a balancing strategy of the training set based on two demographic attributes and evaluated the fairness improvement in terms of disparity of equal error rate on two state-of-the-art neural networks. It has been presented at the Symposium on Pattern Recognition and Applications (SPRA) 2020 and has been selected as the best presentation of the conference.

2. *FairVoice Biometrics: Impact of Demographic Dataset Imbalance on Group Fairness in Deep Speaker Recognition* [11]: this paper extends the first one by considering a third neural network and evaluating the fairness improvement of the balancing strategy in terms of some state-of-the-art fairness metrics, extracted from [15]. It has been presented at the Interspeech 2021 conference.

3 Research Plan

The purpose of this document is to highlight the problems related to several unfairness mitigation approaches and to propose a different point of view of the fairness concern. In particular, recent literature tackles the unfairness by relying on sensitive information, which can harm the privacy of the users and make the systems dependant on demographic attributes. This research plan aims to examine these studies and approach the problem without taking into account private data and without using tools to find similarities among users.

Currently, my main focus is fairness in recommendation systems and automatic speaker recognition systems: the first step has been the analysis of different solutions of the literature of fairness in these two fields and in machine learning in general, from which I adjusted and perfected my idea. The plan is based on the goal described in Section 2 and it is structured on the following research questions:
RQ1: Can the addition of sensitive attributes $S = \{s_i, s_j, \ldots, s_n\}$ reveal a systematic unfairness against the new protected/unprotected groups when a mitigation approach is applied on demographic information not in $S$?

RQ2: Can the prediction of missing or corrupted labels of sensitive attributes lead to decisions that damage the image of the users?

RQ3: To what extent the continual learning can help on mitigating the unfairness by guaranteeing the same service quality to all the users?

The first question aims to understand if the state-of-the-art innovations in group fairness can guarantee a thorough equity among all the demographic groups present in a dataset. Consumers of a recommender system or speakers are humans and given that we can distinguish a multitude of groups and subgroups: satisfying the fairness for all of these groups and subgroups would be practically impossible, made harder by the fact that new demographic groups establish in society day after day. The second question aims to highlight the risk of predicting missing or corrupted labels and the damage that these actions could cause to people. This strategy is applied in several works of the literature [1, 17, 24] and even if it is affirmed that these predictions cannot be perfectly accurate, studies on bias are carried on using mispredicted labels that could damage the image of the users. The third question aims to understand the strength of continual learning for obtaining equal quality among all users, which, as stated before, would guarantee fairness. Continual learning makes possible to not forget previous knowledge and fine tune the model: these are features that can be combined with an equalization rule that guide the learning process on assigning equal quality.

My next activities will be guided by the aforementioned research questions:

1. Task 1: many studies leverage sensitive information to mitigate the unfairness of machine learning systems. All of these solutions will be gathered, reproduced and studied using datasets with several sensitive attributes. This approach permits to evaluate the unfairness impact on demographic groups that have not been taken into account by the mitigation algorithm, since the unfairness against subgroups, e.g. black Asian females, white African males, needs to receive attention as well.

2. Task 2: in every field of the machine learning literature there are works that make use of labels prediction. Missing or corrupted data can be solved by predicting the labels, but this could be dangerous and harmful for the users. All the predictions approaches and the unfairness mitigation techniques used with predicted labels will be gathered and reproduced to evaluate the consequences of mispredicted labels.

3. Task 3: machine learning models can be trained on a part of a dataset and the other part could be sliced in pieces in order to train the model with a new piece at a time without forgetting the previous training phases. This approach could be strengthened by a regularisation rule that aims to equalise the quality offered to all the users of the dataset. This activity will study the benefits of such an approach and what fairness goals could be reached by applying this technique on several datasets.
These listed points make the basis for the writing of scientific articles, aiming at publications on international high level journals and presentations at the most important conferences. The conferences targets are the World Wide Web (WWW) Conference, the ECIR European Conference on Information Retrieval, the International ACM SIGIR Conference on Research and Development in Information Retrieval, the Conference on Information and Knowledge Management (CIKM), the Conference on User Modeling, Adaptation, and Personalization (UMAP), the ACM International WSDM Conference, the International Conference on Web and Social Media (ICWSM), the International Conference on Machine Learning (ICML), INTERSPEECH Conference, the IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). The journal targets are the Journal on Information Processing & Management, the Journal on User Modeling and User-Adapted Interaction, the Journal on Intelligent Information Systems Springer, the Journal on Intelligent Systems IEEE, the Journal on Knowledge-Based Systems Elsevier, the IEEE Signal Processing Magazine.

I will give the possibility to other researchers and non-experts to examine the positive impact of my studies by also creating web-based demos or ready-to-use programs, which will be presented in conferences to show the benefits that my projects could bring to the fairness of ML solutions. I expect my works to be integrated into real applications in order to guarantee fairer services to users and prevent issues of discrimination in ML models. Satisfying these goals means creating fairer models, which will socially improve the daily experience with such systems, treating everyone equally.
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Abstract. When working with a complex process, it is difficult to get a clear idea on how exactly changes to the input can impact the output. Visualising how the steps of such process evolves with input can help understanding and/or boost confidence in the produced result. We took a suitable existing industrial process, and created a visualisation for it using an adapted log-based behavioural differencing algorithm that highlights the parts of the process that really changed. We show that our visualisation scales well, propose that our solution could be applied to other use cases, and provide a replication package to allow others to try for themselves.
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1 Introduction

This paper, presented as a poster at Informatics Europe’s first Early Career Researchers Workshop during its annual ECSS2021 conference, reports on the first 2 years of my PhD research. This research was conducted in the context of an Innoviris AppliedPhD project, in collaboration between UCLouvain university and the Raincode Labs company in Belgium. The goal of such projects is to stimulate research while keeping in touch with the reality of the industry. In this particular project, we explore the discipline of code differencing in an industrial context.

We start by introducing the chosen discipline of differencing and present its limitations (Section 2). Next, we introduce Raincode Labs and the use case we will focus on Section 3 Section 4 then presents the technique that we used along with the limitations that we encountered when applying it to the industrial data obtained from Raincode Labs. In Section 5 we present some improvements over the first implementation and reactions from our validation participants. Finally, Section 6 gives a brief conclusion, an overview of possible future work, and provides a link to a replication package that can be used by anyone wishing to give our tool a try.
2 A brief history of differencing

The algorithm used to perform differencing that we are most accustomed to (e.g., to discover differences between two commits on GitHub) has been created in 1976 by Hunt and McIlroy [7] and has stayed mostly unchanged since. While this algorithm remains quite limited, more advanced techniques might benefit a software company like Raincode.

We therefore explored what techniques are out there, and how they could be applied to the reality of Raincode’s day-to-day business. Some techniques, like Kim and Notkin’s LSdiff [8], while interesting, seemed too object-oriented for our specific use case. We explored a bit the modelling community (UMLDiff [11], ADDiff [9]), as well as the domain of code clones and mining (ROSE [13], CloneDiff [12]), before deciding on the technique we will detail in this paper: log-based behavioural differencing, as proposed by Goldstein et al. [6].

3 Raincode Labs and their migration projects

Raincode Labs is an independent compiler company that provides services for migration and modernisation of legacy systems. Among those services, we will focus on one: PACBASE migration [10].

PACBASE is an aging fourth generation language that allows engineers to use concise macros to generate COBOL code, instead of writing COBOL code directly. PACBASE support having ended in 2015, reliance on it has turned into a liability. Ideally the language would be retired, and companies could maintain the generated COBOL code. Yet, the COBOL code generated by PACBASE is not the most readable for humans, and rewriting all COBOL code from scratch is not feasible.

Raincode’s PACBASE migration refactors PACBASE-generated COBOL code into human-readable COBOL using a set of refactoring rules that are applied iteratively on the codebase, producing new COBOL files that are maintainable by the company. Since the code being migrated is often a critical part of the core business of the client company, it is important for Raincode Labs to ensure that the client will feel “at home” in the new code. For that, the exact set of refactoring rules can be tailored to the client’s needs.

Picking the exact set of refactoring rules is the first step of a migration project. First, all of them are presented to the client, so they have an idea of what the rules achieve. A first set of rules is then picked following advice from Raincode engineers. Next, a small subset of programs are migrated by Raincode engineers using the chosen set of rules. This allows the client to look at the result of a migration to get a clearer idea of what it does. After that and again with the help and advice of Raincode engineers, the set of rules can be refined. The partial migration is run again to see if the output is better, and some iterations of this process can happen until a client is fully satisfied.

This part of the process is precisely where our application of advanced differencing could be applied: there are around 140 refactoring rules available, and
while Raincode engineers are experts in the domain and have great intuition, it is sometimes difficult for them to give a precise justification of why a specific rule should be turned on or off. It is also difficult for them to explain exactly how certain changes to the chosen rule set would impact the output, because all rules can interact with one another. To help in this matter, Raincode engineers would like to have more objective arguments as to why a rule should be picked or not, and our tool could help to do just that.

4 Log-based behavioural differencing

The initial idea we based our tool upon is explained in detail in Goldstein et al.’s paper [6]. It can be summarised as follows:

1. Take logs from two executions of a system you want to analyse, and sanitise them (remove any information you don’t want in the final graphs).
2. Create a Finite State Automaton (FSA) from those logs. The original authors advise to use the KTails algorithm [2], which is what we did. Many tools exist for this, we chose Synoptic [1].
3. Compare the resulting FSAs using the algorithm proposed by Goldstein et al.
4. Visualise the resulting differences.

This approach is easily applicable to Raincode’s migration projects since they already generate logs describing the exact order in which rules got triggered, along with some more details (timestamp, exact lines of code on which the rule was applied). In our case, we decided to use only the names of the rules being triggered, and exclude any errors or warnings.

As for the visualisation, we decided to keep close to the idea of Goldstein et al., keeping a graph structure with START and END nodes, and transitions between nodes representing the probabilities to change from one state to another in the automata. However, we decided to take it a little further, with the addition of colours (red/orange/green for a removal/modification/addition).

We therefore set out by reproducing the original algorithm and applying it to our industrial data (for more details about the original algorithm and our results, see our VISSOFT paper [5]). The results of this first experiment were a bit disappointing: with our log files having a mean of around 280 lines, even after their transformation to an automaton, our resulting graphs contained on average 120 nodes, which was too large to analyse at a glance, as can be seen on Figure 1.

5 Shrinking the graphs and getting feedback

After closely observing our first outputted graphs, we noticed a trend that could be exploited to make them more readable: due to the very iterative nature of Raincode’s migration process, our graphs had very long lines of nodes without
changes, that felt uninteresting and took up unnecessary space. We also noticed
that most changes happened in only a few places of the graphs, in clusters.

Those observations lead us to create a merging algorithm to hide away uninter-
testing nodes, enabling us to highlight the more interesting information. Two
nodes can be merged if:

– None of them are added or removed;
– No link towards them has seen a probability change;
– No link from them has seen a probability change.

When applying this merge algorithm to our graphs, we managed to reduce
them from a mean of 123 nodes, to one of 33 nodes, a 75% reduction. We also
decided to not just drop the nodes that were merged: they merely get hidden
and can be inspected in a separate window, when the merged node is clicked.
The resulting graphs felt readable enough to present them to Raincode engineers
and get their feedback. For example, the merged version of the graph of Figure 1
is shown in Figure 2.

These graphs were shown to Raincode engineers during semi-structured in-
terviews in which we focused on getting their opinion both on the usability of
our tool in the context of their work, and in a more general way outside of their
work. We also included some open question to allow them to express their likes
and dislikes (details about our method, the exact questions and their results can
be found at [4]).

The first result that jumps out is that both of them agreed that the merged
version of the graphs was a strict improvement over the non-merged one. After
seeing both versions, neither of them wished to use the unmerged variant, even
if they would occasionally want to click on a merged node to see what is inside.
The second result is that our tool seems pretty intuitive: with the help of a short two-page manual, both engineers were able to get situated and stop referring to the manual after 5 to 6 minutes. We did identify two points that required some verbal explanation on our part. First, the meaning of the orange color, its explanation in the user manual being too scientific to be user-friendly. Second, the feature of seeing inside a node when clicking on it was not intuitive enough for them to try and click, and should have been put forward more clearly.

Finally, when asked how exactly they would use our tool in their work, both interviewed participants came up with different ideas: one would use it as described earlier, to give justifications to a client, but the other (less client-oriented in those projects), would use it as a debugging aid, to make sure that changes to the migration process itself didn’t have unwanted consequences.

6 Conclusion and replication

To conclude, we believe we produced a tool that can be used “as is” by our collaborating company, and that it could be adapted to other use cases fairly easily. Both engineers who assessed our tool had different ideas on how it might be helpful to their company, which suggests it is fairly versatile. Since finishing our validation, we also had the occasion to discuss about the tool and its purpose with several people and came up with various ideas, from the straightforward idea of comparing logs from boot executions of two Linux distributions to determine whether the second would be a good substitute for the first, to the more challenging idea of using our representation to analyse how a development team sticks to a development method (like scrum).

A good path to future work would be to use our tool in a completely different context to see how useful it can be there, and perform a second round of validation. For this, if anyone wishes to try, we have created a full replication package, with a VM and our tool installed, along with an obfuscated version of our data (Raincode’s client data being confidential). We also provide documentation on how to obtain the input from another source of log, and how to run the tool on other data. All instructions to find and run the replication package can be found on GitHub [3], or else feel free to contact us.
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