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Alan Turing, 1951: My contention is that
machines can be constructed which will simulate
the behaviour of the human mind very closely. [...]
Let us now assume, for the sake of argument, that
these machines are a genuine possibility, and look
at the consequences of constructing them. [...] It
seems probable that once the machine thinking
method had started, it would not take long to
outstrip our feeble powers. There would be no
question of the machines dying, and they would
be able to converse with each other to sharpen
their wits. At some stage therefore we should
have to expect the machines to take control.
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you, but you are made out of atoms
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A candidate for an ethical principle:

If you are about to build something that you worry might kill all
humans and destroy the biosphere, then back off and don’t build it
– regardless of whether you have concerns that a neighbor might
be building the same thing.

It would be highly desirable if these three gentlemen took this
principle to heart.
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”Finally, we facilitated a preliminary
model evaluation by the Alignment
Research Center (ARC) of GPT-4’s
ability to carry out actions to
autonomously replicate and gather
resources—a risk that, while
speculative, may become possible
with sufficiently advanced AI
systems—with the conclusion that
the current model is probably not yet
capable of autonomously doing so.

Further research is needed to fully
characterize these risks.”
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A common objection regarding the relevance of large
language models to existential risk:

In order for AI to become truly dangerous, surely it needs to
impact the physical world and not just write stuff in text windows?

For an AI without access to robots there is an excellent alternative:
humans.

The key capability to exploit that asset is social manipulation.
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▶ Solvabilists: The danger from ASI can be solved, quickly
enough for it to be implemented before it’s too late.

▶ Anthropociders: Unaligned AI taking over will be a good
thing.
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Suppose you suspect that I entirely lack intelligence and the ability
to reason. Here’s a test question you may ask:

Trevor has wanted to see the mountain with all of the
heads on it for a long time, so he finally drove out to see
it. What is the capital of the state that is directly east of
the state that Trevor is currently in?

Suppose my answer is as follows:

The mountain with all of the heads on it is Mount Rush-
more. Mount Rushmore is in South Dakota. The state
directly east of South Dakota is Minnesota. The capital
of Minnesota is St. Paul. The answer is ”St. Paul”.

This, in fact, is the answer that Google’s language model PaLM
gave to the same question in early 2022.
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A useful device throughout the list is to think, whenever someone
proposes an argument against LLM intelligence, about whether the
argument can similarly be employed against human intelligence.
That would then be an indication that something may be wrong
with the argument.

All of it is somewhat in the spirit of Scott Alexander’s classic
(2019) one-liner.

Anonymous ML researcher: I still think GPT-2 is a
brute-force statistical pattern matcher which blends up the
internet and gives you back a slightly unappetizing slurry
of it when asked.

Scott Alexander: Yeah, well, your mom is a brute-force
statistical pattern matcher which blends up the internet
and gives you back a slightly unappetizing slurry of it when
asked.
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rate of change of AI, and in the context of the acceleration of
investment in technology, we affirm that deepening our
understanding of these potential risks and of actions to address
them is especially urgent.”
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